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ABSTRACT
Adaptive software becomes more and more important as computing is increasingly context-dependent. Runtime adaptability can be achieved by dynamically selecting and applying context-specific code. Role-oriented programming has been proposed as a paradigm to enable runtime adaptive software by design. Roles change the objects’ behavior at runtime, thus adapting the software to a given context. Most approaches focus on optimizing language implementations neglecting the fact that the generated code is a verbose description of contextual roles in an object-oriented paradigm, which incurs an overhead. This paper takes a novel approach to reduce the semantic gap. We propose ObjectTeams/Truffle, to the best of our knowledge, the first virtual machine that optimizes the dispatch of contextual roles. We evaluate the implementation with a benchmark for role-oriented programming languages achieving a speedup of up to 2.49× over the reference implementation ObjectTeams/Java and 1.2× over an optimized version ObjectTeams/Java using Dispatch Plans.
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1 INTRODUCTION
Separation of concerns is the main technique to conquer the increasing complexity of software, as it allows for decomposing a system into different smaller components. Decomposition is typically dominant, e.g., by object or function, and is predefined by the underlying programming language. Prominent approaches are aspect-oriented programming (AOP) [24], context-oriented programming (COP) [20], and role-oriented programming (ROP) [4, 33, 40]. Role-oriented programming has been proposed as an extension to object-oriented programming to enable adaptive software by design. Classes represent the structural aspect of the domain while roles capture the behavioral aspects. To model context-dependency, compartments encapsulate roles and represent the context in which these roles can be active. Behavioral changes are implemented by objects playing and renouncing roles, which in fact adds and removes behavior to and from the object. ObjectTeams [18] is a mature implementation of contextual roles that provides an overall good performance while supporting most of the features attributed to roles [26]. To further improve execution performance, there exist other language runtimes for ObjectTeams that capture and optimize the dispatch to role functions at runtime [38].

Mapping the role-oriented paradigm into the object-oriented paradigm creates a semantic gap (see Sec. 2.2 for a detailed explanation). Composing methods (i.e., adaptations) out of decompositions and their execution violates assumptions common language implementations hold about lookup resulting in inferior performance [30, 35]. Most approaches neglect that the generated code of the adaptive mechanisms is represented as a verbose description as some mechanisms cannot be directly represented in an object-oriented paradigm, which incurs an overhead [16].

This paper takes a novel approach to reduce the semantic gap. We propose ObjectTeams/Truffle, to the best of our knowledge, the first virtual machine that optimizes the dispatch of contextual roles. The dynamic nature of contextual roles are a perfect candidate to get supported by a virtual machine. ObjectTeams/Truffle is an implementation of the ObjectTeams language model [19] in Espresso, a meta-circular Java bytecode interpreter for the GraalVM [46].

With ObjectTeams/Truffle we could generate a speedup of up to 2.49× (mean 2.23×) compared to ObjectTeams/Java. Compared to ObjectTeams/InvokeDynamic the Role VM is up to 1.22× faster (mean 1.18×).

2 BACKGROUND
This section introduces the role-oriented programming concept and ObjectTeams/Java as the most optimized representative. We further explain key concepts used in contemporary high-performance dynamic programming language runtimes.

2.1 Role-Oriented Programming
Classes in the object-oriented paradigm are good at capturing structures of a domain but not at capturing varying behavior of objects or groups of objects. The idea of roles originated from the domain of databases, where it was observed that persisted objects tend to
Figure 1: ObjectTeams/Java code to declare a role with additive behavior adaptations for accounts in a bank and its usage.

```java
class Account {
  void withdraw(float amount) { ... }
}
team class Bank {
  class CheckingsAccount playedBy Account {
    callin withFee(float amount) {
      ...
      result = base.withFee(amount * FEE);
      ... return result;
      withFee(float) ← replace withdraw(float)
    }
  }
}
Bank bigBank; Account acc;
bigBank.activate();
acc.withdraw(100.00);
```

represent more than a single specific class over time [3]. A similar observation was made in the domain of conceptual modeling [32].

The difference to the object-oriented paradigm is to classify each entity in the domain to either be of natural type, which is rigid and independent, or of role type, which is anti-rigid and dependent [25]. This dependency of role types is the foundation of the relation, which defines which natural type fills a role type. On the level of instances, a natural that plays a role in a context is extended with the behavior and properties of the role. Thus, roles allow separating the structure and relations of entities in a domain and the (context-dependent) behavioral adaptations [26, 40]. This change in behavior enables adaptive software by design and in consequence unanticipated adaptation [42].

### 2.2 Contextual Roles and the Semantic Gap

At runtime, instances of natural types are represented as objects with a compound type consisting of the natural type and a list of role types [23]. This dynamic extension happens orthogonal to the inheritance hierarchy of the natural type. Method lookup on these compound objects may return different call targets on objects with the same natural type but different role-playing relations. Role-oriented semantics often must be emulated, which in turn incurs a high runtime overhead [35]. The reason is the gap between the object model of these concepts and the object model of the underlying system or virtual machine (VM), a phenomenon already known from aspect-oriented programming [16]. In fact, heuristics often do not work with these dynamic extensions. As a consequence less optimized code compiled is produced from runtimes resulting in inferior performance [30, 35]. Implementation techniques range from interfaces and design patterns [4, 11, 41] over embedded DSLs [8, 13, 22, 27, 31, 39, 42, 44] to standalone programming languages [1, 18, 29]. The many implementations result from an inconsistent view on what features constitute a role-oriented programming language – forming a family of role languages [26].

ObjectTeams (OT) [17] is a programming model, which provides most of the features attributed to roles. It combines principles and features of context-oriented programming and aspect-oriented programming providing and allows class-wide as well as instance-local adaptations. The reference implementation ObjectTeams/Java (OT/J) extends Java featuring (unanticipated) adaptation [18]. To the best of our knowledge, it is the fastest implementation of contextual roles [35].

Fig. 1 shows a snippet of ObjectTeams/Java code. Contexts are represented as team class who encapsulate their roles. A role declaration uses the playedBy statement to declare the base type (i.e., natural type), which is eligible to play the role. A role may define additional behavior in role functions. How a role interacts with its base type is defined by bindings (see Fig. 1 line 12). Bindings declare the method of the base type that is adapted, how the adaptation must be applied, i.e., before, after, or replacing the original method, and the role method (i.e., callin) going to be called. In terms used in aspect-oriented programming, a callin intercepts a method call and callNext proceeds the intercepted call.

The compiler assumes closed-world on the types of teams and roles that it type checks. It asserts that declarations of bindings have compatible type signatures to the declared base methods. For each binding the compiler generates lookup code that implements the dispatch to the declared role functions (e.g., callReplace), which is part of the program executed at runtime. The lookup code contains all possible dispatches to role functions defined inside a team class. We observed that since the advance of contextual roles all implementations rely on implementations based on patterns of delegation.

For classes referenced by bindings, i.e., base types, the assumption is open-world. At run-time there may be sub-classes loaded, which were not known at compile time. To realize such a mixed setting the compiler deduces type information, which is stored in the class’ attributes. The OT/J language runtime adapts loaded classes and generates entry points into role dispatch to preserve the semantics.

Fig. 2 shows the evaluation from a function call of a program from Fig. 1. This scheme has been coined recursive chaining wrapper, as role method dispatch is implemented recursively over active team instances (i.e., callNext). The generated code and the recursive evaluation prohibit optimizations of the VM. For ObjectTeams/Java, this causes a performance penalty of 59.9x compared to a pure object-oriented design pattern implementation [35].

### 2.3 High-Performance Dynamic Language Runtimes and Partial Evaluation

The primary research vehicle we use to demonstrate our optimizations is Espresso, a meta-circular Java bytecode interpreter for the GraalVM [46]. The idea of a meta-circular virtual machine (VM) is not new and already has been explored with the Jikes RVM [2] and

---

1 A detailed description of the language features is presented in [19].
Maxine VM [43]. However, recent advances in VM optimization research re-opened the door for these kinds of VMs.

VMs follow different approaches to Just-in-Time (JIT) compilation. The Graal [9, 10] JIT compiler uses a method-based compilation model where the decision to optimize depends on heuristics such as method execution counts. Approaches such as PyPy [6], however, focus on compiling execution traces of the interpreter (meta-tracing) evaluating the program under execution. The work proposed in this paper builds on approaches using the former model of compilation.

Some compilers emit bytecode, a sequential intermediate representation (IR), which is the input to the dynamic language runtimes. One representative is Java Bytecode that is the input to a Java VM. During interpretation the language runtime may choose to quicken bytecodes, effectively replacing bytecodes with more specific ones using the feedback gathered during interpretation. Interpreters may employ more language-specific quickening-based optimizations [7].

A high-performance dynamic language runtime requires a custom VM and compiler increasing implementation and maintenance efforts. To overcome this burden Truffle [45] defines a DSL and execution model to implement self-modifying interpreters of abstract syntax trees (AST). During interpretation the type feedback of the interpreter is used to rewrite (i.e., specialize) the AST resulting in specialized code to execute. The compiler IR is generated after partial evaluating the specialized interpreter code, also called first Futamura projection [12]. The resulting code is further optimized and compiled by the Graal compiler to high-performance machine code.

3 RELATED WORK

This section introduces related work that focuses on improving the lookup and dispatch of context-oriented [20] and aspect-oriented programming languages [24].

Since object-oriented execution environments, i.e., virtual machines, do not understand aspect semantics, the aspect compiler produces a verbose description of aspects as some mechanisms cannot be directly represented in an object-oriented paradigm, which incurs a high overhead [16]. To close that gap Steamloom [14, 15] extends the Jikes RVM with aspect-oriented primitives to support dynamic aspects. This means to reduce the number of residuals at join point shadows and to provide facilities to efficiently execute advices. Method bodies affected by advice invocation are rewritten with aspect invocations. The required information is stored in an Aspect Instance Table (AIT), a runtime data structure embedded in the memory representation of classes. Advice invocation byte codes indexed aspects from the AIT to be invoked. However, Steamloom only implemented before and after advices. They remark that around advices (the pendant to replace in role-oriented programming) are a more demanding challenge [14].

The performance overhead of context-oriented programming language implementations has been attributed to the violation of assumptions a common language implementation holds about lookup. ContextPyPy [30] optimized the dispatch of layered methods in the meta-tracing JIT compiler PyPy by promoting context-oriented dispatches. Promotion makes the JIT compiler to ensure that traces are specialized regardless of whether the use of heuristics would result in a specialization or not. A preliminary implementation study dispatched context-oriented methods with invokedynamic and concludes that it benefits the performance of dispatching layered methods.

Polymorphic dispatch plans [36, 37] have been proposed as a solution to overcome the inherent overhead of role dispatch. ObjectTeams/InvokeDynamic (OT/Inv) [38] is the reference implementation extending ObjectTeams/Java using runtime generated dispatch graphs based on invokedynamic [34] byte codes. The approach supports the open-world assumption of lazily loaded types at run-time. Inspired by partial evaluation, the lookup uses runtime feedback to specialize role dispatch for observed values. To reduce the overhead of role dispatch the graph must only include calls to role methods without unnecessary delegations, e.g., bridge methods such as callReplace as seen in Fig. 2. The resulting graph can be optimized and reused in subsequent calls at the same call site. A guard ensures that invalid lookup results will not be executed. The
We present ObjectTeams/Truffle, a VM implementation for contextual approaches that our findings can be applied to other role-oriented, class-based programming languages. This section first introduces the necessary ingredients a VM needs to support contextual roles. Then we demonstrate how these ingredients can be implemented in a meta-circular Java Bytecode interpreter written in Java.

4 VIRTUAL MACHINE ARCHITECTURE FOR CONTEXTUAL ROLES

We present ObjectTeams/Truffle, a VM implementation for contextual roles based on a model of contextual roles [18]. While we specifically discuss our approach in the context of the contextual role-oriented programming model ObjectTeams we are confident that our findings can be applied to other role-oriented, class-based programming languages. This section introduces the necessary ingredients a VM needs to support contextual roles. Then we demonstrate how these ingredients can be implemented in a meta-circular Java Bytecode interpreter written in Java.

4.1 Fundamentals of Virtual Machine Support for Roles

As presented in Sec. 3 the representation of contextual approaches and the dispatch to contextual methods impose a challenge for heuristics and JIT compilers in dynamic language runtimes. To support contextual roles the virtual machine must provide role-specific heuristics and JIT compilers in dynamic language runtimes. To support roles, a VM must provide support for join point shadows and facilities to weave locations in the program code.

4.1.2 Plays Relation. An object may simultaneously play roles in multiple contexts. The activation and deactivation of said contexts would change the order in which the roles are filled, i.e., in which their behavior influences the object itself. This relationship is represented by the plays relation, which maps an object to its roles [25]. Virtual machine support for roles would entail facilities to efficiently retrieve and store elements from that relation.

4.1.3 Role Dispatch. To the best of our knowledge, since the advancement of contextual roles, all programming language implementations for contextual roles fall back to delegation-based implementations to realize role dispatch. The reasons are manifold. First, it depends on the way contextual roles are represented, which often is reduced to role classes encapsulated by their context class. Second, the plays relation is retrieved from the context objects and is not stored with the role-playing object itself. This adds an extra level of indirection. Third, join points are evaluated at run-time. Repeated evaluation of the same join point should be omitted if the values of relevant properties do not change.

4.2 Extending Espresso with Support for Contextual Roles

In the following we will discuss how our prototypical implementation realizes the aforementioned fundamental requirements to provide support for contextual roles. A top-level diagram picturing the components of our approach in context is depicted in Fig. 3.

To handle join points we extended the ObjectTeams/Java compiler to annotate envelope methods. The compiler stores information for bindings in the attributes section of team classes. We extended the Java Bytecode parser to read the non-standard attributes and to store them in VM class representations. After the VM parses the Java Bytecodes the ObjectTeams/Truffle (OT/Truffle) language implementation, an extension of Espresso, will build the corresponding AST. We diverged from the original Espresso implementation whenever we encounter a reference to an envelope method. Call sites that reference annotated methods will be quickened into intrinsic AST nodes that execute role dispatch. The goal is to represent the ObjectTeams runtime model directly in VM data structures instead of using a language level meta-object protocol (MOP) and chains of delegation.

A fundamental part of the plays relation is the retrieval of roles played in the current context. In the model of ObjectTeams this is called lifting [19, §2.3]. To lift the base object, we represent the access to the plays relation in a separate AST node. This makes it possible to capture and specialize on values of the domain, i.e., the particular context type that is accessed. The resulting node can be shared among multiple identical liftings that occur during a dispatch.

ObjectTeams/Truffle supports all the different types of role methods, i.e., before, after, and replace. Dispatch to roles is realized with multiple AST nodes where there is a node for each type of dispatch.
The VM infers from the attributes the amount of role methods contributed by a respective context and the precedence of the role methods. This enables the generation of a concrete sequence of instructions instead of using loops or recursion in the compiled code of these nodes. For example, for AST nodes that realize the dispatch to before and after role methods, respectively, the partial evaluator can unroll the loop over contributed role methods since the bounds are known at run-time.

In essence, the semantic gap is reduced due to the partial evaluation friendly design of the AST, the annotation of compile-time static values, the annotation of parameters to be cached, and the guards to decide when to reuse a value of a parameter. The result of the partial evaluation is a smaller IR with more opportunities for optimization by the Graal JIT compiler.

5 A SELF-MODIFYING AST TO REPRESENT CONTEXTUAL ROLE DISPATCH

This section discusses design decisions and implementation details of our proposed virtual machine support for contextual roles. We present how support for contextual roles can be captured in an AST effectively representing the language semantics for consumption by the VM, closing the semantic gap. The proposed structure is designed to be friendly to partial evaluation, a prerequisite to produce high-performance machine code.

5.1 Envelopes and Quickening

ObjectTeams/Java uses the envelope approach [5] to execute advices from join point shadows. The envelopes are the entry point to structured role dispatch. To initialize role dispatch OTJ defines the envelope callAllBindings. Its task is to collect the relevant runtime values that will be used in the dispatch logic to find the call targets. The signature, shown in Fig. 4, declares the required values. The weave originally captured the base method that initiated the call. The signature, shown in Fig. 4, declares the required values. The VM infers from the attributes the amount of role methods contributed by a respective context and the precedence of the role methods. This enables the generation of a concrete sequence of instructions instead of using loops or recursion in the compiled code of these nodes. For example, for AST nodes that realize the dispatch to before and after role methods, respectively, the partial evaluator can unroll the loop over contributed role methods since the bounds are known at run-time.

In essence, the semantic gap is reduced due to the partial evaluation friendly design of the AST, the annotation of compile-time static values, the annotation of parameters to be cached, and the guards to decide when to reuse a value of a parameter. The result of the partial evaluation is a smaller IR with more opportunities for optimization by the Graal JIT compiler.

5.2 Role Dispatch Optimization Opportunities

We know that efficient dispatch is key for performance. It has been shown that it is possible to optimize the implementation of contextual role dispatch by representing the dispatch with primitives that can be understood and optimized by a language runtime. For example, dispatch plans realized with the invokedynamic bytecode close the semantic gap and enable the generation of optimized code [38]. However, we observed that dispatch plans are too coarse-grained and rigid, requiring recompilation as contexts change.

As highlighted in Sec. 4 ObjectTeams/Truffle provides VM implementations for key primitives of contextual roles. Using an AST to represent role dispatch opens the opportunity to define specialized variants for important program states. For example, if there is no active context the role dispatch will not be executed at all but the original method. It also enables the possibility to only change parts of the AST instead of having to recompute the overall dispatch when the application state changes.

Our implementation exploits the fact that at each point at runtime the active contexts and their provided roles are known. An example AST is depicted in Fig. 5 representing the most important nodes to dispatch the statement acc.withDraw(+) taken from Fig. 1. Arrows do represent parent-child relations from the AST. Black arrows and nodes of the AST will contribute to the resulting generated code while grayed, dashed arrows and nodes are removed during partial evaluation because they are dominated by invalidated assumptions.

When executing the dispatch the AST node first is specialized w.r.t. the type of the first active context instance (see node call all bindings in Fig. 5). In subsequent calls a guard checks whether the first active context is of a different type and either reuses the node or embeds a new one, effectively creating a polymorphic inline cache (PIC) [21] for contexts. This specialization forwards to a node that implements the dispatch to all provided role methods of a specific
6.1 Benchmark Characterization

We used a typical synthetic benchmark we designed to compare different language implementations of the role-oriented concept [35]. The benchmark uses many demanding role-oriented programming features such as multiple active contexts, deep roles (i.e., roles playing roles), and multiple callins that are not easily built with object-oriented design patterns.

The benchmark describes a banking scenario. Persons and accounts are classes implementing basic behavior. For example, accounts can withdraw and deposit money. A bank is a compartment (i.e., context) where persons can play the role of customers. Accounts play roles that change the account’s behavior such as different fees involved in withdrawing money from a checking account.

We evaluate the approaches with a dynamic case with variable context activations to explore different characteristics of context-dependent software. Figure 6 shows the measured portion of the dynamic case. The inner-most loop models transactions as teams, which are activated and deactivated in every iteration. The activation and deactivation of the contained roles has no observable effect on the runtime until a relevant base method is called. The accounts play multiple roles (i.e., deep roles). For instance, the account that plays the roles of the source (from) in the transaction also plays the role of a SavingsAccount in the Bank. The target (to) of cash flow inside the transactions plays at the same time the role of a SavingsAccount inside the bank. The activation and deactivation of the Transaction team changes the active roles for each of the role-playing instances.

6.2 Methodology

To gain valuable results the benchmark is executed for each approach with a set of different problem sizes. Every benchmark has been run 5 times for each data point. We measured the execution time per run and report the geometric mean and standard deviation for each problem size and approach. To observe whether there are scalability problems, we measured with different problem sizes. For the dynamic case we varied the problem size from 1.0 to 2.5 million transactions. The number of accounts participating in the transactions is increased proportional.

The benchmark was executed by the benchmark execution framework ReBench [28]. The benchmark was conducted on an Intel Core i7-9700T CPU @ 2.00GHz with 32GB RAM. For the evaluation we built Espresso from commit 393e30fb1b9 with mx version 6.19.0. The JDK our VM build is based on is LabsJDK CE17 JVMCI v23.0b01.

We compare our approach to the reference implementation ObjectTeams/Java [18] and ObjectTeams with Dispatch Plans [38].

6.3 Performance Analysis

The results of the dynamic case are presented in Fig. 7. For comparison the runtime of the reference implementation ObjectTeams/Java [18], ObjectTeams/InvokeDynamic [38], and the approach proposed in this paper, ObjectTeams/Truffle are measured. It depicts
Figure 7: Runtime in s for the dynamic case. The error bar shows the standard deviation of the run-time.

We are aware that Espresso is still an early prototype of a meta-write optimization for the data structure representing the active团队 instances. We did not implement such an optimization for ObjectTeams/Truffle.

It stands out that ObjectTeams/Java is the slowest implementation in this benchmark. ObjectTeams/Truffle shows a speedup of up to 2.49× (mean 2.23×) compared to ObjectTeams/Java. Compared to ObjectTeams/InvokeDynamic our approach is up to 1.22× faster (mean 1.18×).

6.4 Threats to Validity

We are aware that Espresso is still an early prototype of a metacircular Java VM. It passes the Java Compatibility Kit but might have unequally good implementations for different parts of the Java Virtual Machine Specification. This could skew the results and improperly favor one implementation over the other.

The reference implementation ObjectTeams/Truffle supports a limited set of features provided by ObjectTeams/Java. It is possible that features may require additional checks or rewrites of the AST imposing restrictions on the implementation we did not account for, yet. The benchmark purposely avoided features that have not been implemented across all compared implementations of the ObjectTeams model.

7 Conclusion and Future Work

Context-dependent software continues to become increasingly important. The role concept is a promising candidate to build context-dependent software as contexts and behavioral adaptations can be directly represented in the language. This enables a flexible software development process suitable to build context-dependent software. In general, however, contextual role language implementations, as well as related aspect-oriented and context-oriented implementations suffer from a high runtime overhead when executing dispatches.

Since object-oriented virtual machines do not understand the semantics of contextual roles, the compiler produces a verbose description of roles in an object-oriented paradigm, which incurs a high overhead. This paper proposed prerequisites to support roles in a virtual machine. We present a VM implementation to efficiently execute contextual roles. While we specifically discuss our approach in the context of the contextual role-oriented programming language ObjectTeams we are confident that our findings can be applied to other role-oriented, class-based programming languages. For a demanding role-based benchmark we achieved a speedup of up to 2.49× compared to the reference implementation ObjectTeams/Java. Compared to ObjectTeams with dispatch plans our approach achieves a speedup of up to 1.22×.

We are confident that our approach is also able to work in the context of AOP languages using the pointcut-advice model and layered COP languages. The execution of behaviors in each of these related approaches is concerned with the evaluation of joinpoints and a multi-dimensional dispatch, which could be mapped to the role dispatch discussed in this work. We see optimization potential for instances of roles, layers, and aspects that are shared and possess no private state.

In the current implementation the role-playing relation is still using the language level meta-object-protocol of ObjectTeams/Java. However, the heap and object graph are immediately accessible from within the virtual machine. In future work we want to extend the memory model of the VM and VM classes to manage the role-playing relation inside the virtual machine. This requires a VM internal handling for context activation and deactivation, which would make the language level meta-object-protocol of ObjectTeams/Java obsolete. For the performance characteristics of the implementation we predict that this would greatly improve speed and resource consumption.

Acknowledgments

This work has been funded by the German Research Foundation within the Research Training Group Role-based Software Infrastructures for continuous-context-sensitive Systems (GRK 1907) and the Center for Advancing Electronics Dresden (cfaed). We want to thank Alfonso Peterssen and Christian Humer who provided detailed information about the architecture of Espresso and Truffle.

References
