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Abstract—Recent research widely explored the quantization schemes on hardware. However, for recent accelerators only supporting 8 bits quantization, such as Google TPU, the lower-precision inputs, such as 1/2-bit quantized neural network models in FINN, need to extend the data width to meet the hardware interface requirements. This conversion influences communication and computing efficiency. To improve the flexibility and throughput of quantized multipliers, our work explores two novel reconfigurable multiplier designs that can repartition the number of input channels in runtime based on input precision and reconfigure the signed/unsigned multiplication modes. In this manuscript, we explored two novel runtime reconfigurable multi-precision multipliers based on the multiplier-tree and bit-serial multiplier architectures. We evaluated our designs by implementing a systolic array and single-layer neural network accelerator on the Ultra96 FPGA platform. The result shows the flexibility of our implementation and the high speedup for low-precision quantized multiplication working with a fixed data width of the hardware interface.

Index Terms—Multiplier, Multi-precision, Runtime Reconfiguration, Quantization

I. INTRODUCTION

Continuously extending demands for large-scale computing in recent state-of-the-art research and applications requires high-performance acceleration hardware platforms. For instance, in the research of neural network accelerators, the rapidly growing size of network models causes a huge hardware resource consumption in model storage, transmission, and inference computing. This trend prompted related researchers to explore various optimization subjects, such as quantization: one widely applied solution that can highly decrease the memory and computing resource consumption on accelerator design. To satisfy the requests on the inference of different network models, the industry community published various generic neural network accelerator products supporting quantization computing, for example, the Google TPU or Google Cloud [2]. However, these designs only support the quantization of network models to 8 bits. As opposed to the design strategy in the industry community, the other previous works have deeply explored the low-precision quantization (<8 bits), such as FINN [11], which can highly compress the parameter storage and reduce the resource consumption compared with 8-bit quantization with accuracy loss. This accuracy loss can be improved by selecting hyperparameters and retraining. Therefore, for instance, when researchers want to accelerate 2-bit quantized network models trained for FINN on the Google TPU hardware, as shown in Figure 1, the 2-bit input data need to extend the bit-width by filling placeholder bits (blue) to 8 bits. As a result, eight 2-bit inputs become eight 8-bit inputs. This conversion influences inference efficiency and costs more hardware resources to implement. Furthermore, because low-precision quantization causes an accuracy loss, previous works, such as FILM-QNN [9] and MP-OPU [13], explored the mixed low-precision quantization to trade off the inference accuracy and resource consumption by setting different precision for layers in the network. However, as shown in Table III, our experiment shows that the regular fixed-precision multiplier, such as Vivado IP, is not a good platform to achieve speedup for mixed-precision models based on its low precision in different layers because all data need to be unified to the data width of highest precision.

Therefore, aiming to improve the flexibility of applying different precision and increase the throughput in network inference on hardware, we explored two designs of Quantized Runtime Reconfigurable Multi-precision Multipliers. The key features and contributions of this work are:

- This paper explored two multi-precision multiplier architectures, Multiplier-Tree and Bitshifter architectures, extended from Partial Product Array Multiplier and BISMO Matrix Multiplier separately.
- Our multiplier designs can reconfigure the number of input channels with a fixed input width in runtime. For example, assuming one instance of our work is designed as a 32-bit multiplier. The implementation can be configured as a 1/2/4/8/16/32 channels 32/16/8/4/2/1-bit multiplier.
- Our designs also support the runtime reconfiguration of switching between signed and unsigned multiplication modes.

II. BACKGROUND

A. Partial Product Array Multiplier

Equation 1 shows the principle of an unsigned Partial Product Array Multiplier. For two inputs, A and B, assuming the value of bit $i$ in A and B is $a_i$ and $b_i$, these inputs can be represented as the binarized format: $\langle a_{n-1} \cdots a_1 a_0 \rangle_{bin}$ and $\langle b_{n-1} \cdots b_1 b_0 \rangle_{bin}$. Because the $n$-bit multiplication in array multiplier has $n$ partial products, the partial products $P_i (0 \leq i < n, i \in \mathbb{Z})$ can be computed with A and $b_i$ as $P_i = (A \times b_i) \times 2^i$. The final output C of multiplication is the accumulation result of all partial products $C = \sum_{i=0}^{n-1} P_i$. Therefore, for Partial Product Array Multiplier, if the input precision is $n$ bits, the multiplier needs to compute $n$ times partial products and add all these $2n$-bit results together as output.

\[
A \times B = \langle a_{n-1} a_{n-2} a_{n-3} \cdots a_1 a_0 \rangle_{bin}
\times \langle b_{n-1} b_{n-2} b_{n-3} \cdots b_1 b_0 \rangle_{bin}
= A \times \left(2^{n-1} b_{n-1} + 2^{n-2} b_{n-2} + \cdots + 2 b_1 + b_0 \right)
= A \times \sum_{i=0}^{n-1} 2^i b_i
= \sum_{i=0}^{n-1} \left[ (A \times b_i) \ll i \right]
\]
B. Bismo Matrix Multiplier

Bismo [10] implemented a novel design of a Bit-Serial Matrix Multiplication Overlay, which convert the dot matrix multiplication as the bitwise-shifting and AND operations. This work is evaluated on FPGA and replaced all DSPs resources as LUTs in matrix calculation implementation. Equation 2 describes the principle of this design: For instance, assuming two input matrices, $A$ and $B$, as two $2 \times 2$ 2-bit matrices, both of these matrices can be converted as the sum of two 1-bit sub-matrices, $2^1A_1 + 2^0A_0$ and $2^1B_1 + 2^0B_0$. Therefore, the dot matrix multiplication of $A \cdot B$ can be represented as $\sum_{i+j=0}^{n-1} \sum_{i+j=0}^{n-1}(A_i \cdot B_j) \ll (i + j)$. Because $A_i$ and $B_j$ are 1-bit matrices, the result of $A_i \cdot B_j$ can be computed with bitwise operators. If we replace the 1-bit matrices $A_i$ and $B_j$ as the 1-bit value $a_i$ and $b_j$, the Bismo can be converted from the matrix multiplication overlay to an all integer multiplication.

\[
\begin{align*}
A &= \left[ \begin{array}{cc}
a_0 & a_1 \\
b_0 & b_1
\end{array} \right] = \left[ \begin{array}{cc}
a_0b_0 & (a_0b_1 + b_0a_1) \\
(a_1b_0 + b_1a_0) & (a_1b_1 + b_1a_1)
\end{array} \right]_n \\
B &= \left[ \begin{array}{cc}
a_2 & a_3 \\
b_2 & b_3
\end{array} \right] = \left[ \begin{array}{cc}
a_2b_2 & (a_2b_3 + b_2a_3) \\
(a_3b_2 + b_3a_2) & (a_3b_3 + b_3a_3)
\end{array} \right]_n \\
\Rightarrow
A \cdot B &= \left[ \begin{array}{cc}
2^1a_0b_0 & 2^2a_0b_2 + 2^3(a_1b_1 + b_1a_1) \\
2^1a_2b_0 & 2^2a_2b_2 + 2^3(a_2b_3 + b_2a_3)
\end{array} \right]
\end{align*}
\]

C. Previous Multi-precision Multiplier Designs

Various previous works explored different designs of multi-channel multipliers: Shun et al. [8] promised a Radix-4 Booth multiplier-based multi-channel multiplier. Pfänder et al. [6] serialized the design in [8] to reduce hardware resource consumption. PIR-DSP [7] achieves a reconfigurable multi-precision architecture for multiplier by applying the DSP block design on FPGA. Neda et al. [5] and Guo et al. [1] explored the implementations of the approximate multi-precision multiplier with different methods to generate the partial products. The works mentioned above are developed based on a similar principle: We assume two 2$N$-bit inputs for unsigned multiplication, for instance, the 4-bit inputs shown in Figure 2. We can divide these two inputs into four $N$-bit data, and one 2$N$-bit multiplication can be converted to four $N$-bit multiplications. The outputs of four $N$-bit multiplications are the four partial products $P_{0-h}$. If we ignore the partial products, $P_1$ and $P_2$, the single channel 2$N$-bit multiplication can be a dual channel $N$-bit multiplication. Compared with the above-mentioned works, our Multiplier-Tree architecture also applies the partial product method to achieve the reconfiguration and additionally supports the reconfiguration between signed/unsigned multiplication modes. Moreover, our Bitsifter architecture applies a different mathematics theory to create the runtime reconfigurable multi-channel multiplier by bitwise AND and shifting operations.

III. IMPLEMENTATION

A. Computing Patterns

Because the key features of our R2M2 design support the runtime reconfiguration of i) multi-precision multi-channel multiplication restructure from 1- to $N$-bit; ii) switching between signed and unsigned modes; iii) applying different precision of two inputs, the implementations in this work support four different computing patterns: 1) $1 \times 1$ bit Multiplication: Because in Binarized Neural Network (BNN), the $1$-bit is represented as $0$ and $1$ is represented as $1$, the binarized multiplication is the bitwise $XOR$ operation. 2) $1 \times N$ and $N \times N$ bits Unsigned Multiplication: Implementing a regular unsigned multiplier can support this computation. 3) $N \times N$ bits Signed Multiplication: Implementing a regular signed multiplier can support this computation. 4) $1 \times N$ bits Signed Multiplication: Because binarized data represents the $-1$ as $0^*$, the result of $0^* \times A$ is not $0$, but $A$.

Furthermore, to simplify the processing, if the precision $n$ of one input is $2^{m-1} < n < 2^m$, these inputs need to be extended to $2^m$ bits with placeholders. If the values $n_0$ and $n_1$ of two inputs are different, both inputs need to be unified to the same precision, the higher one. And the input with the higher original precision should be placed as the second input for our multipliers.

B. Multiplier-Tree Architecture

In subsection II-C, previous work [8, 6, 7, 5, 1] explored how to build a 2$N$-bit multiplier with four $N$-bit multipliers to support the runtime reconfiguration between 2$N$- and $N$-bit. Therefore, if we design a reconfigurable 2$N$-bit multiplier as the basic unit, any 2$N$-bit multi-precision multipliers can be created as a nested structure. However, to achieve the runtime reconfiguration between signed and unsigned multiplication, we need to extend the methods applied in previous works. As shown in Equation 3, suppose we compute a 4-bit signed multiplication:

\[
A \times B = (a_0a_3a_2a_1b_0b_3b_2b_1b_3b_2a_1a_0b_0b_1)_{2n} = (-2^2a_3 + 2^1a_2 + 2^0a_1) \times (-2^2b_2 + 2^1b_1 + 2^0b_0)
\]

\[
= \left[ (2^1a_3 + 2^0a_2) \times (-2^2b_1 + 2^0b_0) \right]_{2+} \leq 4 + \left[ (2^1a_3 + 2^0a_2) \times (2^1b_1 + 2^0b_0) \right]_{2+} \leq 4 + \left[ (2^1b_3 + 2^0b_2) \times (2^1a_1 + 2^0a_0) \right]_{2+} \leq 2 + \left[ (2^1a_1 + 2^0a_0) \times (2^1b_1 + 2^0b_0) \right]_{2+} \leq 0
\]

The two 4-bit signed inputs, $A$ and $B$, can be broken down into two 2-bit signed sub-inputs (bold parts) and two 2-bit unsigned inputs. Therefore, one ‘signed 2$N$-bit × signed 2$N$-bit’ multiplier, two ‘signed 2$N$-bit × unsigned 2$N$-bit’ multipliers, and one ‘unsigned 2$N$-bit × unsigned 2$N$-bit’ multiplier can build a signed 4$N$-bit signed multiplier. If we implement the basic 2$N$-bit multipliers, supporting the runtime reconfiguration of ‘signed × signed’, ‘signed × unsigned’, and ‘unsigned × unsigned’ multiplications, the 4$N$-bit multiplier built based on it can support the runtime reconfiguration of signed/unsigned modes: When four 2$N$-bit multipliers work in unsigned mode, this
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Fig. 3: Hardware Structure of 8-bit Bitshifter Multiplier

4-bit multiplier is an unsigned reconfigurable multi-precision multiplier. Else, when all four 2-bit multipliers are reconfigured as Equation 3, this 4-bit multiplier works in the signed mode. Therefore, based on the same principle, we can extend this 4-bit multiplier to 8 bits. However, we also need the reconfigurable 4-bit multiplier to support ‘signed × unsigned’ multiplications.

\[
A \times B = (a[2a1a0])_{bin} \times (b[2b1b0])_{bin} \\
= (-2^3a_3 + 2^2a_2 + 2^1a_1 + 2^0a_0) \times \\
(2^3b_3 + 2^2b_2 + 2^1b_1 + 2^0b_0) \\
= (-2^3a_3 + 2^3a_2) \times (2^1b_3 + 2^0b_2) \leq 4^+ \\
+ \big[(2^3a_3 + 2^3a_2) \times (2^1b_3 + 2^0b_0) \leq 2^+ \\
+ \big[(2^1a_1 + 2^0a_0) \times (2^1b_1 + 2^0b_0) \leq 0 \big]
\]

As shown in Equation 4: one 4-bit ‘signed × unsigned’ multiplier can be broken down to two ‘signed × unsigned 2-bit’ multipliers and two ‘unsigned × unsigned 2-bit’ multipliers. Furthermore, Equation 5 shows how to apply two 1-bit × signed 2-bit multipliers and one offset, 2^4b_1, to achieve one 1-bit × signed 4-bit multipliers.

\[
\pm 1 \times B = \pm 1 \times (b[2b1b0])_{bin} = \pm 1 \times (-2^3b_3 + 2^2b_2 + 2^1b_1 + 2^0b_0) \\
= \pm 1 \times (-2^3b_3 + 2^3b_2) \leq 2^+ \\
+ \big[\pm 1 \times (-2^1b_1 + 2^0b_0) \leq 0 \big] \pm 2^1b_1 \big]
\]

Therefore, based on a basic 2-bit multiplication unit, supporting the runtime reconfiguration of ‘signed × signed’, ‘signed × unsigned’, ‘unsigned × unsigned’, ‘1-bit × signed’, and ‘1-bit × 1-bit’ multiplications modes, we can create any 2^n-bit reconfigurable multipliers with a nesting structure. These 2-bit multiplier modules are built with five constant arrays by Verilog to look up the corresponding output based on the inputs.

C. Bitshifter Design

subsection II-B introduced the principle of BISMO [10] and pointed out that it can be extended to design a regular multiplier. Therefore, based on BISMO, assuming two input matric have only one element, the unsigned multiplication can be converted as Equation 6:

\[
A \times B =<< a_{n-1}a_{n-2}...a_{i}a_{0}>>_{bin} \times <b_{n-1}b_{n-2}...b_{i}b_{0}>>_{bin} \\
= (2^{n-1}a_{n-1} + 2^{n-2}a_{n-2} + ... + 2^{1}a_{1} + 2^{0}a_{0}) \times \\
(2^{n-1}b_{n-1} + 2^{n-2}b_{n-2} + ... + 2^{1}b_{1} + 2^{0}b_{0}) \\
= (a_{n-1}b_{n-1}) <= (2n - 2) \\
+ (a_{n-1}b_{n-2} + a_{n-2}b_{n-1}) <= (2n - 3) \\
+ \ldots \\
+ (a_1b_1 + a_0b_0) <= 1 \\
+ (a_0b_0) <= 0
\]

For two n-bit inputs A \(<< a_{n-1}...a_{i}a_{0}>>\) and B \(<< b_{n-1}...b_{i}b_{0}>>\), the product can be computed with the sum of 2n – 1 partial products, \(P_i\), (0 < i < 2n – 1). And \(P_i\) consists of sub partial products \(a_ib_j\) as \(P_i = \sum (a_i b_j) \leq i\), \((j + k = i, 0 < j, k < n)\). The values of partial products \(P_i\) need to apply a i-bit bitwise left shifting. Therefore, this multiplier only contains adders, bitwise left shifting, and bitwise AND operators. To design a multi-channel reconfigurable multiplier: As the instance shown in Figure 4, assuming the input width of one Bitshifter architecture-based multiplier is 8 bits, it needs to create a 15x8 register array to store sub partial products \((a_i b_j)\). Red lines divide this array into different channels by precision. From the 2/4/8-bit modes shown in Figure 4, we can find that if the applied input precision is \(M\) when \((i - j) \geq M\) or \((i \mod M) \neq (j \mod M)\), sub-partial products \(a_i b_j\) can be set as zero. The blue \(a_i b_j\) means it is available for the applying precision and channel setting, which can be detected by a sub-partial product mask on the right side. Besides, from the left bitshift column in Figure 4, the left bit-shifting numbers for 2/4/8-bit multiplication are constant values: For 2-bit multiplication, the bitwise left shifting bits always repeat from 0 to 3; For 4-bit multiplication, the bitwise left-shifting bits need to add 4 based on the shifting of 2-bit multiplication when \((i + j) \mod 8) > 3; For 8-bit multiplication, the bitwise left-shifting bits add 8 based on the shifting of 4-bit multiplication when \((i + j) \mod 16) > 7; Therefore, we can first implement the hardware for 2 bits multiplication and extend it to 4, 8, or higher precision as shown in Figure 3. Besides, because the Bitshifter architecture focuses on unsigned multiplication, the signed inputs must be converted to an absolute value before the multiplication, and the final output will be converted back to the signed value. XNOR multipliers are implemented as one individual module for binary inputs.

IV. EVALUATION

To evaluate the two multiplier architectures approached in this manuscript, we implemented their 8-, 16-, and 32-bit instances, three simple systolic arrays, and three single-layer neural network accelerators on Ultra96-V2 FPGA platform. Table I listed the hardware resource consumption of multiplier instances compared with Vivado-IP and the designs of Neda et al. [5]. Table II listed the resource consumption and computing latency of three systolic arrays and Table III list the evaluation result of three
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Neda et.al [5] show less hardware overhead to achieve the runtime reconfiguration of multi-precision than our designs.

However, their work executes the approximate multiplication and supports less precision. Their multiplier designs also can not support the switching between signed and unsigned modes in runtime. For the two multiplier architectures proposed in our work, Bitshifter architecture costs fewer resources than Multiplier-Tree: For their 8/16/32-bit instance, Bitshifter architecture consumes 85.6%, 60.1%, and 52.2% of LUTs of the Multiplier-Tree instances in same precision. Besides, the multiplier designs based on Vivado IP; works of Neda et.al [5], and Multiplier-Tree architecture cost about four times LUT resources in doubling the input width. However, Bitshifter architecture only consumes about 3.3 times the LUT resources to double the input width. Furthermore, considering systolic array is widely applied in FPGA-based accelerator designs and explored in previous works like HiMap [12] and ChordMap [4], we implement three 2 × 2 systolic arrays as evaluation applying 32-bit Vivado-IP, Multiplier-Tree, and Bitshifter architectures based multipliers. Table II listed the average latency after 1000 times matrix multiplication between two 256 × 256 matrices based on three architectures. The result shows that Bitshifter architecture has the advantage in timing performance and resource consumption compared with Multiplier-Tree architecture: it is always faster than Multiplier-Tree-based systolic array in different precision because of it supports a higher frequency. The Vivado-IP-based systolic array is faster than our two architecture designs when the values in matrices are 32-bit integers. However, when matrices are quantized to 1/8 bits, the matrix computation based on our two architectures can achieve about 60× and 7000× speedup in the same systolic array instances because Vivado-IP-based systolic array doesn’t support multi-precision reconfiguration in runtime. Moreover, to evaluate the acceleration of our multiplier designs on network inference, we trained two four-layer quantized MLP models containing four 8-bit quantized layers and four 1/2/4/8-bit mixed-precision quantized layers separately. The neuron numbers in the four layers are 64/64/64/10. Because the inference accuracy on the MNIST dataset [3] of the regular quantized multi-precision models is 97.74% and 95.96%, and the mixed-precision model reduced the 83.1% of network weight storage, mixed-precision quantization shows its advantage in the trade-off between accuracy and resource consumption. However, Table III shows that, unlike our multi-precision multiplier designs, the regular multiplier, such as Vivado IP, can not speed up the inference of mixed-precision models. Based on our two multiplier designs, the accelerators reduced 56.8% and 47.1% latency in inference.

V. CONCLUSION

This manuscript presents two architectures, Multiplier Tree and Bitshifter, for runtime reconfigurable multi-precision multiplier design supporting the runtime repartition of the input channel according to the input precision and reconfiguration of signed/unsigned computation mode. We separately implement one 8-, 16-, and 32-bit instance for these two multiplier architectures. All instances have been tested with 1 × 32-bit inputs. Moreover, we implemented three 2 × 2 systolic arrays and three single-layer neural network accelerators based on Vivado multiplier IP and our two multiplier architectures for evaluation. Results show that our designs can achieve high flexibility with multi-precision and multi-channel reconfiguration in runtime and speed up the computation of low-precision inputs.
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