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Abstract—Machine learning (ML)-based attacks have revealed the possibility of utilizing neural networks to break locked circuits without needing functional chips (Oracle). Among ML approaches, GNN (graph neural networks)-based attacks are the most potent tools that attackers can employ as they exploit graph structures inherent to a circuit’s netlist. Although promising, in this paper, we reveal that GNNs have some impediments in attacking locked circuits. We investigate the limits of the state-of-the-art GNN-based attacks against logic locking and show that we can drastically decrease the accuracy of these attacks by utilizing these limitations in the locking process.

Index Terms—Logic locking, Structural attacks, ML-based attacks, GNN

I. INTRODUCTION

Logic locking is a design-for-trust technique that offers protection through various stages of the IC supply chain [1]–[3]. By locking the design and adding new logic elements, this technique hides the true functionality of the circuit from an adversary. The design can only function correctly by feeding a valid key set to the circuit stored in a tamper-proof memory.

Logic-locking techniques can be categorized into gate and interconnect obfuscation. Interconnect obfuscation perturbs the netlist by injecting Multiplexers as new nodes into the design and connecting these nodes to the correct and arbitrary nodes from the circuit’s netlist [4].

In gate obfuscation techniques [1], the designer perturbs the netlist by injecting a Multiplexer and a new logic gate into the netlist. For example, XOR based logic locking can be interpreted as a Multiplexer connected to the output of a gate and an inverter. This new logic gate is connected to the same input cone of the locked gate.

Although effective, various attacks have questioned the security of the logic locking technique. The SAT [5] attack was the first attack that challenged the security of logic locking. This powerful attack utilizes a functional duplicate of the target circuit (an oracle) to infer the valid key. This attack works based on the functionality of the circuit. By changing the primary inputs and key bits of the extracted target netlist and comparing the output with the Oracle SAT can infer the valid key set.

Although the SAT attack has been the standard attack for many years, its threat model and efficiency have been questioned. The main assumption in the threat model of the SAT attack is access to an oracle. This assumption may need to be revised for two reasons. Firstly, accessing a functional chip is not always possible; secondly, if such access is provided, it can lead to more powerful attacks such as probing [6].

Regarding efficiency, the SAT attack cannot break circuits with SAT-hard functions like multipliers. Moreover, breaking logic locking in large complex circuits is challenging for the SAT attack [7].

With regard to these shortcomings, many structural-based attacks have been proposed by the security community [8]–[13]. These attacks omit the need for an oracle from the threat model. They utilize the similarity in the netlist of the circuits as a basis to trace back the changes introduced into the circuit by logic locking.

Structural attacks have three main advantages over SAT attacks. Firstly they omit the need for an oracle leading to a more realistic threat model. Secondly, they can break logic locking in circuits with SAT-hard functions. And finally, they result better in attacking large and complex circuits where SAT fails to infer the valid key set.

Among the structural attacks, ML-based approaches have proved to be the most promising attacks [10]. The final netlist of a circuit is a product of security-agnostic synthesis tools. These tools only consider the circuit’s area, delay, and performance when synthesizing an RTL code to a netlist. As the boolean functions are repeated multiple times inside a circuit, the final netlist of a circuit will contain repeated structures and duplicated basic functions [14].

The ML-based attacks revealed that although adding locking structures and re-synthesizing the design can lead to changes in a netlist, these changes are confined to the adjacency of the locked gates [10], [12]. As a result, by learning the small substructures of a circuit and by training the model based on the locking scheme, the ML model can infer the original substructure of the locked gates.

Among ML approaches, GNNs are the most promising one [12], [13] since the structure of a netlist is a graph with logic gates as nodes and the wires between them as edges. This graph contains multiple subgraph localities with the same network of wires and gates. GNN-based attacks showed the structure of the extracted subgraph local to the add-on security gates could leak information about the value of the key bit inside that subgraph.

In this paper, we first investigate the challenges of protecting a circuit against GNN-based attacks. Then we show the limitations of GNN-based attacks and demonstrate how
by harnessing these limitations, the circuits can be protected against such attacks.

To the best of our knowledge, this is the first work that presents the limitations of neural network-based attacks on logic locking and provides the community with insights about possible measurements to thwart such attacks. The contributions of this paper are as follows:

- **Challenges of protecting circuits against GNNs**: We investigate the challenges of protecting circuits against GNN-based attacks based on graph perturbations. We demonstrate that not all perturbations are possible in a circuit’s graph, making circuit protection more difficult.
- **Limitations of GNNs in attacking interconnect obfuscation**: We show the limits of GNNs in attacking interconnect-based logic locking techniques. We provide insights and approaches for customizing gate selection in the locking process that can decrease the accuracy of the GNNs by exploiting the graph structure of the circuits.
- **Limitations of GNNs in attacking gate obfuscation**: We investigate the limits of GNNs in attacking gate obfuscation-based logic locking techniques. We provide insights and approaches for customizing gate selection in the locking process that can decrease the accuracy of the GNNs based on the self-referencing model of GNN-based attacks.
- **Analyzing the proposed approach**: We analyze the proposed approaches using the ISCAS-85 benchmark and two of the state-of-the-art attacks and discuss the possible research directions to find countermeasures against GNN-based attacks.

II. GNN-BASED ATTACKS ON LOGIC LOCKING

Any synthesized locked circuit is a netlist which is basically a graph, with edges being a network of wires between the gates. There is a good fit between the topology of an extracted netlist locality and the network of wires between gates. The attack’s aim is to extract the value of the key bits from the features of the key gates’ locality in the graph. The most promising ML approach that exploits the graph structure to infer such information is GNN [12]. In this section, we discuss two state-of-the-art attacks that harness the GNN to extract the keys from the structure of the netlists.

A. Threat Model

In GNN-based attacks, the adversary is located in an untrusted fab with access to the GDSII file. The attacker can obtain the netlist by reverse engineering this GDSII file. After that, distinguishing key inputs is easy as these particular inputs are connected to a tamper-proof on-chip memory. Moreover, the foundry has access to the standard cell library. Note that the attacker has no access to an oracle which makes GNN-based attack models more challenging than SAT attacks.

B. GNN-based attack against interconnect obfuscation

Fig. 1a shows an interconnect obfuscation scheme where one of the inputs of the target gate is obfuscated using a Multiplexer connected to the correct cone and an arbitrary cone from the circuit. The valid key chooses the correct logic cone, whereas a wrong key can lead to a wrong connection. Although this scheme brings a good level of complexity to the netlist by adding new connections to the circuit's graph, it suffers from a fundamental weakness. As shown in Fig. 1c, setting the key bit to a wrong value leads to circuit reduction after re-synthesizing where choosing the correct path does not leave any dangling connections (Fig. 1b) Constant propagation attacks like SWEEP [8] and SCOPE [9] exploit this weakness and attack the circuit by hard-coding the value of one key bit at a time and performing re-synthesis. These attacks gather design features, including power, area, number of AND gates in AIG representation, etc., during the re-synthesizing phase by initializing each key bit separately to constant values one and zero. Finlay, the attack correlates extracted features to correct key values.

In [4] authors proposed D-MUX that changes the naive interconnect obfuscation to stop constant propagation attacks. This technique is shown in Fig. 2. This technique utilizes four strategies to select the target gates for locking. Then it brings Multiplexers into the circuit and obfuscates one of the outputs of the selected gates. This technique thwarts constant
propagation delay by stopping the synthesis tools from circuit reduction as for both values of each key in a D-MUX structure; both cones should be available in the circuit.

Although the D-MUX technique can thwart the constant propagation attacks, the authors in [13] proposed MUXLink, which showed that this technique is vulnerable when the attack is based on the link representation of the target circuit since D-MUX brings local modifications to the circuit that can be reversed based on the extracted features of the circuits’ structure.

MUXLink attacks the interconnect obfuscation techniques by converting the logic locking scheme to a link prediction problem. Then it uses GNN to infer the correct links based on the features of the enclosing subgraph of the locked units. Fig. 3 shows the flow of the MUXLink attack. MUXLink extracts the h-hop subgraphs of the target nodes. Each node in this subgraph will be assigned an information matrix and tag corresponding to its relationship with the target nodes. This tag is calculated for each node in the subgraph based on the shortest path distance of each node to the target nodes (nodes $f_i$, $f_j$, $g_i$, and $g_j$). Finally, the GNN predicts the probability of each link, and post-processing uses these numbers to predict the correct links.

C. GNN-based attack against gate obfuscation

Fig. 4a shows a gate obfuscation scheme where an XOR key gate is placed in front of a logic gate from the design. The protection of this scheme is based upon re-synthesizing as without re-synthesizing, it is easy to infer the value of the correct key, which is one here. However, in SAIL [10] the authors showed that re-synthesizing leads to local changes (Fig. 4b) that can be learned and used to trace back the changes and finally infer the correct key values. Although powerful, SAIL has shortcomings like complex learning models [12].

OMLA overcomes the shortcomings of the SAIL by utilizing the GNNs. Fig. 5 shows the general flow of the OMLA attack. This attack converts the circuit’s netlist to an undirected graph and maps the key guessing problem to subgraph classification. Like MUXLink, each node in this subgraph will be assigned an information matrix and a label corresponding to its relationship with the target key node. Each label corresponds to the distance of the gates from the key gate based on the number of hops.

For the training phase, OMLA follows the self-referencing model. The locked target netlist is used to generate training/validation sets. This way, the model can learn the biases of the target circuit and infer the keys more accurately.

III. LIMITATIONS OF GNN-BASED ATTACKS

The final netlist of a circuit is a product of security-agnostic synthesis tools. This netlist contains repeated structures and repeated basic functions [14]. This means that the graph of the netlist has multiple subgraph localities with the same network of wires and gates. Although adding key structures (gate or interconnect) and re-synthesizing the design can lead to subgraph changes, these changes will be confined to only a small number of hops and are still detectable [10], [12]. As a result, the structure of the extracted subgraph local to the add-on security gates can leak information about the value of the key bit inside that subgraph. So, the naive gate or interconnect obfuscations cannot protect the circuits.

To protect the design from GNN attacks, security designers should add perturbations to the netlist of the circuit in such a way that the GNN fails to infer the correct key values from the information learned during the training phase.

In this section, we first discuss the challenges for protecting circuits against GNN-based attacks; then, we show that customizing selection during the locking process can drastically decrease the accuracy of the GNN-based attacks for both interconnect and gate logic locking.

A. Challenges for protecting circuits against GNN

As mentioned, to protect the design from GNN-based attacks, the security designer should add some perturbations to the circuit’s netlist. Fig. 6 shows various perturbation types that can be used to change the prediction of the GNNs. However, not all perturbations apply in a circuit’s netlist.
Fig. 5. OMLA attack [12] converts the netlist to a graph and guesses the correct key values based on the enclosing subgraph structures utilizing GNN.

Fig. 6. Various graph perturbations

In the following, we discuss the meanings and possibility of these perturbations with regard to a circuit’s netlist.

- **Deleting an edge**: Removing an edge in a netlist can be interpreted as removing the connection between two circuits’ gates. As this type of perturbation can change the final outputs of the circuit to wrong values, it is not a possible solution for thwarting GNN-based attacks. If the designers want to use this sort of perturbation in the circuit, they should neutralize the effects of such perturbation by adding new corrective structures to the circuit. However, this additional circuitry may lose its traces [15] that can further be utilized to attack the circuit.

- **Adding an edge**: This perturbation can be interpreted as connecting two gates in the circuit. Like deleting an edge, this type of perturbation can lead to unwanted output values in the circuit unless it is followed by a corrective add-on logic in the circuit that leaves traces [15].

- **Node injection**: This perturbation in a circuit can be interpreted as adding new gates and connections. Both gate and interconnect obfuscations follow this type of perturbation. Re-synthesizing a circuit cannot omit this perturbation. However, GNN-based attacks have shown that this perturbation only brings local changes to the netlist that can be learned and utilized for the attack.

- **Modifying features of the nodes**: The feature vector of a node in GNN-based attacks contains the type of the corresponding gate, connections to primary inputs (PIs), connections to primary outputs (POs), and connections to key inputs (KIs). Changing these features in a netlist may affect the attacks; however, the security designer cannot rely on this type of perturbation. The reason is that the attackers have access to the netlist based on the threat model. So, they can re-synthesize the design using the intended technology library. As a result, these features can be changed, and the attacker can continue the attack with the new netlist.

In the following, we discuss how the structural aware selection of a subset of nodes in a netlist for bringing node injection perturbation can stop the GNNs from learning meaningful information that leads to thwarting the GNN-based attacks.

**B. Thwarting GNN-based attacks against interconnect obfuscation**

Interconnect obfuscation perturbs the netlist by injecting Multiplexers as new nodes into the design and connecting these nodes to the correct and arbitrary nodes from the graph. As mentioned, GNN-based attacks predict the valid link based on the extracted locality of the locked nodes.

To evaluate the limitations of the GNN-based attacks against interconnect obfuscation, we used the MUXLink attack. We followed two approaches to decrease the accuracy of the MUXLink.

In the first approach, we locked some of the circuit’s PIs and POs using two input switch boxes (SB). Fig. 7 shows this locking scheme. Here all the connections to PIs are now connected to the add-on Multiplexers. Moreover, a buffer is connected to each PI and PO to enable the MUXLink attack, as this attack does not consider PIs and POs as nodes. The intuition behind this approach is that PIs have the same feature vector and no predecessors in the graph. We are disconnecting them from their successors using Multiplexers in the link prediction phase. So, the GNN has no tool to distinguish them and predict the correct keys. The same goes with POs, as they have the same feature vector and no successor, if we disconnect them from their predecessors, GNN cannot classify them. In section IV, we show that obfuscating output interconnects of PIs and input interconnects of POs can ultimately thwart the MUXLink attack.
In the second approach, we perturb nodes from the same depth in the graph corresponding to gates from the same level in the circuit. Fig. 8 shows this approach. In this approach, we disconnect a gate from its successors. Then we connect these links to the output of the Multiplexer of the SB. Note that this is different from the D-MUX approach as it chooses only one of the outputs of the two target nodes to obfuscate.

There are two intuitions behind this approach. Firstly, as the circuit structure is uniform, there is a good chance that nodes from the same level confirm well to the same predecessor and successor structures. Secondly, injecting multiple perturbations in the same vicinity of the graph can adversely affect the attack by affecting the labels of the nodes connected to the target nodes. Note that MUXLink uses double radius node labeling (DRNL) calculated based on the shortest path between nodes with a three-hop distance to the target nodes. So, the chance of manipulating these labels will be higher with multiple perturbations in the same vicinity. In section IV, we show that this approach can decrease the accuracy of the MUXLink comparing the D-MUX approach.

C. Thwarting GNN-based attacks against gate obfuscation

Like interconnect obfuscation, gate obfuscation perturbs the netlist by injecting a Multiplexer and a new logic gate into the netlist. This new logic gate is connected to the same input cone of the locked gate. We use the OMLA attack to evaluate the limitations of the GNN-based attacks against gate obfuscation. OMLA follows a self-referencing model for attacking circuits as training based on the target circuit provides the best accuracy. Training on the same circuit that the attacker is trying to break leads to better results as the model is trained based on the biases of the target netlist (only 66% accuracy for the best case with a generic training model [12]). However, we show that this strength can be used against the attacker.

To show the limitations of the self-referencing model, we locked all and only the XOR and XNOR gates of the circuit. The intuition behind this technique is that the extracted local subgraphs of the XOR and XNOR gates will probably have similar structures different from other parts of the circuit. So if we lock all of the XOR and XNOR gates, there will be no XOR and XNOR gates left for training. As a result, the training phase cannot learn any useful information about the locked structures.

In section IV we show how locking all XOR and XNOR gates can decrease the accuracy of the OMLA attack.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

We used ISCAS-85 combinational benchmark sets to evaluate our approaches using MUXLink and OMLA attacks. The level of protection of each approach against the attack is evaluated using key-prediction accuracy (KPA) which shows the percentage of correctly guessed keys. Moreover, we report the key-guessing accuracy (KGA) for the MUXLink attack as this attack is capable of reporting X instead of Zero or One values when it fails to guess the correct key. KPA and KGA are calculated as follows:

\[
KPA = \frac{KEY_{Correct}}{KEY_{Total}} \times 100\% \quad (1)
\]

\[
KGA = \frac{KEY_{Correct} + KEY_X}{KEY_{Total}} \times 100\% \quad (2)
\]

All the attack codes have been compiled and run on a single node with an Intel processor running at 4 GHz and 24 GB of RAM with UBUNTU 20.04.3.

B. Analyzing limitations of GNN-based attacks against interconnect obfuscation

To assess our approaches against GNN-based attacks on interconnect obfuscation, we first locked the PIs and POs of the benchmark circuits using the obfuscation scheme shown in Fig. 7.

To evaluate the effects of obfuscating all the output logic cones of the gates inside the same depth, we separately obfuscated the circuit’s first, second, and third levels, once with our approach and once with the D-MUX approach. Firstly, we only locked all the gates from the first level of the circuit. Then we attacked the circuit using MUXLink. We followed the same approach only for gates on the second level of the circuit, and finally, we locked and attacked the gates from the third level of the circuit.

Table I shows the results of the MUXLink attack for various levels and approaches. As shown in the table, obfuscating PIs and POs thwart the MUXLink attack, as this attack will not
extract meaningful structures from the PIs and POs subgraph. This table also shows that obfuscating all the output logic cones of the gates inside the same depth can decrease the accuracy of the MUXLink. Additionally, we can see that different security levels are achieved by locking different depths of circuits. This result can provide a basis for more research to find the best subset of the netlist’s nodes for perturbation.

C. Analyzing limitations of GNN-based attacks against gate obfuscation

To show the limitations of the self-referencing model of the GNN-based attacks on gate obfuscation, we lock all the XORS and XNORS inside the circuits. This way, the attacker can only lock other types of gates for the training.

We used the YOSYS tool with a synthetic library containing BUFF, NOT, and all two-input logic gates for technology mapping. Note that based on [12], OMLA is agnostic to both synthesis tools and technology libraries. So, this setup is valid for the attack. For training, we locked the target netlist 500 times. We used XOR/XNOR gates as key gates for both test and training sets. In the test set, all the XOR/XNOR gates of the original circuits are locked by adding key XOR/XNOR gates. In the training set, we locked the remaining gates of the circuits randomly using XOR/XNOR key gates with a key size of 64.

The results of the attack on various circuits are shown in table II. For multiple circuits in the benchmark, the percentage of locked gates is also provided to demonstrate the overhead of this technique. These results show that the self-referencing model, which is the strength of the GNN-based attack, can be circumvented by locking all the structures with the same footprint in the circuit. Security designers can further utilize these results to develop locking algorithms that aim to find such structures in the circuit.

### V. Summary

In this paper, we investigated the limitations of the GNN-based attacks on the logic locking technique. For the first time, we discussed the challenges of protecting circuits against GNN-based attacks and proposed various approaches to overcome these challenges by limiting the learning capabilities of the GNNs. We showed that locking the first and last stages of the circuits can thwart GNN-based attacks against interconnect obfuscation. Moreover, we showed that obfuscating all the gates in the same depth of a circuit can decrease the accuracy of the GNN-based attacks. For gate obfuscation, we showed that limiting the self-referencing model of the GNN leads to preventing attacks.
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