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Approximate arithmetic operators, such as adders and multipliers, are increasingly used to satisfy the energy and performance requirements of resource-constrained embedded systems. However, most of the available approximate operators have an application-agnostic design methodology, and the efficacy of these operators can only be evaluated by employing them in the applications. Further, the various available libraries of approximate operators do not share any standard approximation-induction policy to design new operators according to an application’s accuracy and performance constraints. These limitations also hinder the utilization of machine learning models to explore and determine approximate operators according to an application's requirements. In this work, we present a generic design methodology for implementing FPGA-based application-specific approximate arithmetic operators. Our proposed technique utilizes lookup tables and carry-chains of FPGAs to implement approximate operators according to the input configurations. For instance, for an $M \times N$ accurate multiplier utilizing $K$ lookup tables, our methodology utilizes $2^K$ configurations to design approximate multipliers. We then utilize various machine learning models to evaluate and select configurations satisfying application accuracy and performance constraints. We have evaluated our proposed methodology for three benchmark applications, i.e., biomedical signal processing, image processing, and ANNs. We report more non-dominated approximate multipliers with better hypervolume contribution than state-of-the-art designs for these benchmark applications with the proposed design methodology.
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1 INTRODUCTION

A large number of applications in the domain of signal processing, computer vision, and machine learning possess an inherent error resilience [7]. These applications can produce acceptable quality results despite some inexactness in the representation of their processed data and corresponding operations. Further, the error-tolerant computations in these...
applications are often the major contributors to their respective implementations’ overall resource utilization, latency, and energy consumption [38]. For such applications, the approximate computing paradigm has emerged as a viable solution for implementing high-performance and energy-efficient hardware accelerators. Approximate computing methods bargain the computational accuracy of an application to achieve performance gains. These methods can be applied at any layer of the computation stack [19].

Among these layers of approximation, circuit-level techniques have been a major focus of research for resource-constrained embedded systems [10, 12, 15, 21–23, 28–30, 32, 34, 36]. However, the state-of-the-art approximate arithmetic blocks have two main limitations:

1) These approximate blocks lack a consistent design methodology and have considered different strategies for introducing approximations to obtain performance gains. For example, the authors of [36] and [32] have considered the techniques of least-significant product bit truncation and elimination of carry propagation among product bits, respectively, for designing $4 \times 4$ approximate multipliers for Field Programmable Gate Array (FPGA)-based systems. Further, for a fixed $n$-bit operator, most of these blocks provide a fixed output accuracy and corresponding performance gain. For example, compared to a $4 \times 4$ accurate multiplier, the works in [36] and [32] report a 63% and 25% reduction in the resource utilization, respectively, and 0.55 and 0.072 degradation in the output (average relative error), respectively. Therefore, to design a new approximate block with a modified accuracy-performance constraint, these techniques cannot be utilized and calls for the exploration of some other approximation techniques. The modular design methodology, as used in [29] and [15], of designing $N \times N$ approximate multipliers from $\frac{N}{2}$ approximate multipliers provide a limited design space and may not be sufficient to satisfy the modified accuracy-performance constraint.

2) Most of the state-of-the-art approximate arithmetic operators are designed without considering an application’s accuracy-performance constraints. The application agnostic-design methodology can result in approximate operators which may not satisfy an application’s accuracy-performance constraints. For example, Figure 1 presents the performance-accuracy analysis for three different applications using the approximate signed multipliers library EvoApprox (https://ehw.fit.vutbr.cz/evoapproxlib/?folder=multipliers/8x8_signed) from [21, 23]. We have used the Power-Delay Product (PDP) and resource utilization for reporting the corresponding performance of each application by implementing it on Xilinx UltraScale FPGA using Xilinx Vivado. For PDP, the dynamic power is computed in $\mu W$, and the critical path delay (CPD) is reported in ns. Further, we have considered

\footnote{The reported accuracy metric in ECG application varies between 0 and 1 unlike for MNIST classification which varies between 0 and 100%.

https://ehw.fit.vutbr.cz/evoapproxlib/?folder=multipliers/8x8_signed}
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the 6-input Lookup Tables to report resource utilization. Similarly, we have used Python-based models to report each application’s output accuracy for various approximate multipliers. These results identify the approximate multipliers which contribute to non-dominated hardware accelerators for each application. Figure 1(a) describes the hardware accelerator results for the QRS peak detection in Electrocardiographic (ECG) signals. To report the application’s output accuracy for various approximate multipliers, we have used the accuracy of the peak detection metric. The results show that 9 different approximate multipliers (out of 13) contribute to non-dominated design points. Figure 1(b) shows the implementation results of deploying the 13 approximate multipliers in the last layer of a lightweight Multilayer Perceptron (MLP) to classify the Modified National Institute of Standards and Technology (MNIST) dataset [17]. The application-agnostic design of the multipliers has resulted in only 4 non-dominated design points (accelerator designs). As shown in Figure 1(c), this behavior is exacerbated in the implementation of the Gaussian Image Smoothing filter using the approximate multipliers. The performance and the accuracy results (for 45 images) show that only two approximate multipliers contribute to the non-dominated design points. Moreover, the application-level analysis also reveals that the accurate multiplier $1KV8$ from the ‘EvoApprox’ library [21, 23] does not contribute to any non-dominated accelerator design point for any application.

Therefore it is necessary to define a generic and optimized design methodology that can generate application-specific approximate operators satisfying its accuracy-performance constraints. Towards this end, we present AppAxO: a methodology for designing application-specific approximate arithmetic operators for FPGA-based systems in this work. As shown in Figure 2, the proposed methodology involves circuit-level modeling and novel Design Space Exploration (DSE) methods for fast design of approximate arithmetic operators that can leverage the inherent robustness of error-tolerant applications. We have considered multipliers and adders as example operators to discuss our methodology and present our results; however, the proposed methodology is generic and can be used for designing any soft logic-based operators including dividers. Our proposed implementations utilize the 6-input Lookup Table (LUT) and associated carry chains of modern FPGAs building blocks. Our novel contributions include:

- A systematic methodology for approximate operators generation: We provide a systematic and generic methodology for implementing approximate operators of arbitrary size for FPGA-based systems. Our methodology utilizes the 6-input LUTs and the associated carry chains of FPGAs to implement approximate operators according to input configuration. For instance, the input configurations—a binary string—identify the LUTs, in an accurate operator implementation, that should be disabled to realize a corresponding approximate operator. For an $M \times N$ accurate multiplier, utilizing $K$ LUTs, our methodology provides $2^K$ approximate multipliers with different accuracy and performance parameters.
• **Application-specific multiplier configurations**: We utilize a Multi-objective Bayesian Optimization (MBO)-based exploration method to generate only those approximate multiplier configurations (a binary string) that satisfy an application’s accuracy and performance constraints. Our proposed multiplier generation methodology uses these configurations to implement the respective multipliers for the application.

• **An efficient DSE methodology**: We utilize various Machine Learning (ML) models to propose a genetic algorithm-based DSE methodology. Our methodology deploys various ML models to explore the large design space of individual multipliers and their utilization in various applications by estimating the behavioral accuracy and corresponding performance gains.

The rest of the article is organized as follows. We provide a brief overview of the relevant background and related works in Section 2. Section 3 describes the systematic modeling methodology used for designing arbitrary approximate multipliers. The DSE methods adopted for designing application-specific approximate multipliers is described in Section 4. In Section 5, the results from the experimental evaluation of the proposed framework are presented, followed by a discussion on the scope of related future research in Section 6.

### 2 BACKGROUND AND RELATED WORKS

#### 2.1 Approximate Computing

Multiplication, being one of the computationally complex and intensively used instructions in various application domains, has remained the focus of many recent approximate computing works [10, 14–16, 21–23, 26, 27, 29, 32–36]. These works have utilized various techniques, such as truncation and the design of inexact hardware, to realize approximate multipliers. However, most of these works have focused on proposing single designs of approximate multipliers. For example, some works utilize various truncation techniques to produce an $N$-bit output for an $N \times N$ multiplier [14, 26]. Some works perform quantization (truncation) of the operands to employ an $M \times M$ multiplier for implementing an $N \times N$ multiplier where $M < N$ [13, 16]. Similarly, some works focus on approximating various sub-operations of the final product computation. For example, the works in [15] and [29] have presented $2 \times 2$ approximate unsigned multiplier blocks for ASICs. These designs are based on the simplified, and approximate Karnaugh maps to reduce multiplication logic. The authors of [34] present $4 \times 2$ and $4 \times 4$ approximate unsigned multiplier designs for FPGA-based systems. These designs utilize the truncation of least significant product bits and approximate addition of generated partial products to reduce the total number of utilized LUTs. The authors of [36] have proposed approximate radix-4 Booth-based approximate signed multipliers for FPGA-based systems. Their proposed technique deploys the truncation of the least significant partial product bit in each generated partial product to compute the final product. Further, they have also shown that utilizing an approximate $M \times M$ multiplier to implement a precision-reduced approximate $N \times N$ multiplier, where $M < N$, can significantly improve the overall performance of the multiplier. The work in [21] utilizes various previously proposed approximate multipliers and adders to present a library of $8 \times 8$ approximate unsigned multipliers referred to as ‘EvoApprox’. In their follow-up work, the authors of [21] have extended the EvoApprox library to include signed multipliers [23]. Considering $4 \times 4$ as an elementary module, the work in [32] has proposed 3 different $4 \times 4$ approximate multiplier designs to propose a library of approximate multipliers for FPGA-based systems. These approximate designs are based on the approximate and parallel generation of all product bits. For this purpose, the carry propagation between the product bits is eliminated.

As discussed in Section 1, these designs do not share a consistent design technique and follow an application-agnostic methodology for designing approximate multipliers. The work presented in [22] has used a Cartesian Genetic
Programming (CGP)-based technique to design unsigned approximate multipliers for Artificial Neural Network (ANN). This technique utilizes a $2D$ array of 2-input logic gates to represent multipliers. The initial population for their technique consists of 3 accurate and a few approximate unsigned multipliers. In each iteration of the CGP, a new set of multipliers is generated according to a predefined approximation error $\epsilon$. The multipliers’ efficacy is assessed by deploying these multipliers in an ANN and evaluating the network’s output accuracy after retraining. Depending upon the network’s output accuracy, the approximation error value $\epsilon$ can be adjusted for the next iteration of the CGP. However, this technique does not consider multiplier performance parameters, such as critical path delay and dynamic power, while generating new approximate multipliers. The output accuracy of the network is the only factor deciding the generation of an approximate multiplier. Further, the generated approximate multipliers are unsigned, and separate circuitry for calculating the product sign has been used to deploy ANNs.

### 2.2 DSE for Approximate Computing

The work presented in [22] generates new approximate unsigned multipliers during the DSE for ANNs. However, some recent works have also utilized various machine learning techniques for performing application-specific DSE on existing approximate arithmetic operators. For example, the authors of [20] have used various machine learning models to perform an efficient DSE for Sobel filter considering approximate adders. In their proposed technique, the non-feasible approximate adders (from an existing library of approximate adders) are filtered out by computing the weighted mean error distance and hardware performance metrics of each approximate circuit. The feasible approximate adders are then used to train machine learning models to estimate the behavioral accuracy and performance parameters of the Sobel filter accelerator. The authors of [36] have also used Genetic Algorithms (GA)-based multi-objective design space exploration for Gaussian smoothing filter. Utilizing a set of an accurate and an approximate multipliers, they have used GA to find a feasible combination of multiplier types with a trade-off between output quality and LUT utilization. The authors of [29] have also utilized a depth-first search-based methodology to perform architectural space exploration for designing larger multipliers from $2 \times 2$ approximate multipliers. Their technique utilizes a weighted average of the area and power to identify feasible design points.

Applications from different domains exhibit diverse error-tolerance for approximate arithmetic operators and hold different output accuracy and performance (resources, latency, and power) requirements. However, the various related state-of-the-art works, summarized in Table 1, do not offer a methodology for generating approximate operators according to an application’s accuracy and performance constraints. To address the limitations of the state-of-the-art works, we present AppAxO methodology to generate new approximate arithmetic operators according to an application’s constraints.

### Table 1. Comparing related works

<table>
<thead>
<tr>
<th>Article</th>
<th>Platform</th>
<th>Focus</th>
<th>Application Specific Operators</th>
<th>Constraints for New Operators/DSE</th>
<th>Accuracy</th>
<th>Resources</th>
<th>Latency</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. Rehman [29]</td>
<td>ASIC</td>
<td>Single Multiplier + DSE</td>
<td>✗</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>S. Ullah [34]</td>
<td>FPGA</td>
<td>Two Multipliers</td>
<td>✗</td>
<td></td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>V. Mrazek [21]</td>
<td>ASIC</td>
<td>Library of Multipliers and adders</td>
<td>✗</td>
<td></td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>S. Ullah [33]</td>
<td>FPGA</td>
<td>Library of Multipliers</td>
<td>✗</td>
<td></td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>V. Mrazek [22]</td>
<td>ASIC</td>
<td>Library of Multipliers + DSE</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>V. Mrazek [20]</td>
<td>ASIC</td>
<td>DSE</td>
<td>✗</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>AppAxO</td>
<td>FPGA</td>
<td>Library of Multipliers + DSE</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
accuracy and performance constraints. Towards this end, AppAxO utilizes various machine learning models to identify feasible approximate operators for an input application efficiently. Our proposed methodology is generic and can generate approximate circuits for any arithmetic operator which utilizes LUTs and carry chains for its implementation. It should be noted that AppAxO focuses on circuit-level approximations only. Other optimization techniques, such as exploring the impact of HLS directives and approximations across multiple layers of computation stack, are orthogonal to our proposed work. These optimization techniques can be integrated with our proposed methodology.

3 MODELING APPROXIMATE ARITHMETIC OPERATORS

AppAxO proposes a systematic methodology for designing approximate arithmetic operators from the corresponding accurate implementations of the operators. The accurate operators are implemented by utilizing the 6-input LUTs, and the associate carry chains of FPGAs. For example, Figure 3 describes the structure of a 6-input LUT and a 4-bit wide carry chain in a Configurable Logic Blocks (CLB) of an FPGA [37]. The 6-input LUT, shown in Figure 3(a), utilizes two 5-input LUTs to implement either two distinct 5-input combinational circuits or a single 6-input combinational circuit. The functionality of a LUT is defined by providing it a 64-bit INIT value. The outputs of LUTs, O5 and O6, are also used to control the associated carry chain in the CLB, as shown in Figure 3(b). The O5 and O6 signals are used as the carry-generate and carry-propagate signals, respectively. The CLB also allows bypassing the O5 signal and providing an external signal to the carry chain. The carry-out C\text{out} of a carry chain in a CLB can be interfaced with the C\text{in} of a carry chain in another CLB. Each pair of a MUX and an XOR gate in the carry chain represents a carry chain cell. For example, Figure 3(b) shows a 4-bit wide carry chain with four carry chain cells. In this work, we use accurate multipliers and adders to present the AppAxO methodology for implementing approximate multipliers and adders. Specifically, we enable better utilization of the FPGA resources (LUTs and carry chains), resulting in higher packing efficiency (CLB utilization) than state-of-the-art works [27].

\[
P = a_{N-1}b_{M-1}2^{N+M-2} + \sum_{n=0}^{N-2} \sum_{m=0}^{M-2} a_n b_m 2^{n+m} + 2^{N-1} \sum_{m=0}^{M-2} a_{N-1} b_m 2^m + 2^M \sum_{n=0}^{N-2} b_{M-1} a_n 2^n + 2^{N-1} + 2^{M-1} + 2^{N+M-1}
\]  

(1)
3.1 Accurate Multiplier Design

We have used Baugh-Wooley’s multiplication algorithm [4] in this work to implement a signed multiplier. However, the proposed methodology for approximation is equally applicable to other multiplication algorithms, such as Booth’s algorithm used in [36]. Baugh-Wooley’s multiplication algorithm encodes the required sign extension logic in the generated partial products. Equation 1 describes the multiplication algorithm for $A_{N-bit} \times B_{M-bit}$ signed multiplication.

To identify the different types of LUTs configurations (INIT values) to encode Equation 1 and present the methodology, we will consider an example of a $4 \times 4$ signed multiplier. Figure 4 shows the different partial product terms according to Equation 1 for a $4 \times 4$ multiplier. The 1 in the figure shows the addition of 1’s at $2^{N-1}$, $2^{M-1}$ and $2^{N+M-1}$ locations in the partial products. Utilizing the 6-input LUTs, we can generate and add the consecutive partial product terms using a single LUT. For example, $A_1B_0 + A_0B_1$ can be computed by a single LUT and a single cell of the carry chain. To accommodate the different operations in Figure 4, Figure 5 shows the various types of LUT configurations required to implement the $4 \times 4$ multiplier. The outputs of the LUTs, O5 and O6, are provided to the carry chains as carry-generate and carry-propagate signals, respectively, to generate intermediate results. These intermediate results, along with the two 1, are added together to compute the final accurate product. The combinational logic implemented by each LUT configuration is described in Figure 6. The work in [35] has also used a similar implementation for implementing an accurate signed multiplier. However, that design utilizes 5 different types of LUT configurations for the multiplier implementation.

3.2 Approximation Methodology

The proposed approximation methodology is based on disabling LUTs (and the corresponding carry chain cells) in the accurate implementation to introduce approximations. For an $M \times N$ accurate multiplier, utilizing $K$ LUTs for partial...
products generation, we have used a \( K \)-bit string (referred to as input configuration) to address each LUT. A ‘0’ at any location in the \( K \)-bit string represents the disabling of the corresponding LUT. Disabling a LUT means that the LUT will not contribute to producing the intermediate results. For this purpose, the carry-propagate signal\(^3\) (O6) for the corresponding carry chain cell is fixed to constant ‘1’. Since a disabled LUT will not contribute to intermediate results’ value, the carry-generate signal is provided by the external bypass signal, and it is fixed to constant ‘0’. These settings enable the respective carry-chain cell to forward the *preceding carry* without generating a new one. Further, the output of the corresponding carry chain cell (output of XOR) gate is truncated to ‘0’. These settings allow the synthesis tools not to use a disabled LUT during the synthesis and implementation process. For example, Figure 7 shows the proposed approximation methodology for the \( 4 \times 4 \) multiplier for a 10-bit configuration string ‘1011011001’. The LSBs ‘11001’ addresses the LUTs in the upper row, and the MSBs ‘10110’ identifies LUTs in the bottom row. For all the 0s in the binary string, the corresponding LUTs have been disabled. For example, for the least significant position in the second row, the O6 signal is fixed to ‘1’; therefore, the respective carry chain cell forwards the carry-in to the next carry chain cell. A bypass signal with the value ‘0’ is used instead of the O5 signal to help the synthesis tool not use the respective LUT. Further, the respective carry chain cell’s output is also truncated to ‘0’ to show that the corresponding cell has been disabled. Since an accurate \( 4 \times 4 \) multiplier utilizes 10 LUTs for the partial product generation, therefore, the proposed approximation methodology supports \( 2^{10} \) approximate multipliers. Similarly, for an accurate \( 8 \times 8 \) multiplier utilizing 36-LUTs for partial product generation, \( AppAxO’\)s proposed approximation methodology provides \( 2^{36} \) different approximate multipliers with different accuracy and implementation performance metrics. It should be noted that the proposed approximation methodology is automated, generic and scalable. Therefore, it can be utilized for implementing approximate circuits for any arithmetic operator (of arbitrary bit-width) that utilizes LUTs and carry chains for its implementation.

### 3.3 Approximate Adders

The utilization of the carry chains in FPGA logic slices facilitates the implementation of an \( N \)-bit accurate adder using only \( N \) LUTs. Figure 8(a) represents the LUT mapping of an accurate unsigned 4-bit adder. For this purpose, the LUTs compute the required carry-generate (O5) and carry-propagate (O6) signals from the corresponding two input bits

\(^3\)Carry-propagate and carry-generate signals are shown in Figure 3.
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Fig. 8. LUT mapping of 4-bit adder. (a) Accurate implementation, (b) Approximate adder design according to input configuration '1101'.

by performing logical ‘AND’ and ‘XOR’ operations on the input bits, respectively. The LUT configuration Type-IV performs these operations in Figure 8(a). Further, to accommodate the overflows caused by adding two N-bit numbers, we produce an (N + 1)-bit output sum as shown in the figure. Utilizing the proposed AppAxO methodology, we use an N-bit string to address each LUT in the accurate implementation. A '0' value at any position in the N-bit string (input configuration) denotes the disabling of the corresponding LUT and truncating the corresponding output generated by the respective carry chain cell to '0'. For instance, Figure 8(b) represents an approximate 4-bit adder implementation for input configuration '1101'. As discussed previously, to disable the LUT at the second least significant location, we utilize the external bypass signal to provide a '0' as the carry-generate signal, and O6 provides a constant '1' as the carry-propagate signal. For an N-bit accurate adder, AppAxO provides $2^N$ approximate adders with different accuracy and implementation performance metrics.

4 DSE FOR FPGA-BASED APPROXIMATE OPERATORS SYNTHESIS

4.1 Problem Statement

We can represent the implementation of any arbitrary arithmetic operator by the ordered tuple $O_l(l_0, l_1, ..., l_L, ..., l_{L-1})$, $\forall l_i \in \{0, 1\}$. The term $l_i$ represents whether the LUT corresponding to the operator’s accurate implementation is being used or not and $L$ represents the total number of LUTs of the accurate implementation that may be removed to implement approximation. So, the accurate implementation can be represented as $O_{Ac}(1, 1, ..., 1)$. Similarly, $O = \{O_l\}$ represents the set of all possible implementations of the operator. We can abstract an arbitrary application’s behavior by a function $S$.  
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So the output of the application for a set of inputs can be abstracted as shown in Equation 2. The term $\text{Err}_O^i$ represents the error in the applications behavior as a result of using an approximate operator $O^i$ compared to using the accurate operator $O^A_c$.

$$
\text{Out}_O^i = S(O^i, \text{Inputs})
$$

$$
\text{Out}_{O_c}^i = S(O^A_c, \text{Inputs})
$$

$$
\text{Err}_O^i = \text{Out}_{O_c}^i - \text{Out}_O^i
$$

Similarly, the accelerator’s hardware performance can be abstracted as a set of functions as shown in Equation 3. Given this framework, the resulting optimization objective can be expressed as shown in Equation 4. Since we are concerned with multi-objective optimization, we obtain a set of non-dominated design points, $O_i$, that form the Pareto front. Therefore, the solution can be represented as a set $\mathcal{P}F_O = \{O_0, O_1, ..., O_{P-1}\}$ representing $P$ number of operator design configurations in the Pareto front.

$$
\text{Power Dissipation} : \quad W^{O_i} = \mathcal{H}_W(O^i, \text{Inputs})
$$

$$
\text{LUT Utilization} : \quad R_{O_i} = \mathcal{H}_R(O^i)
$$

$$
\text{Critical Path Delay} : \quad C_{O_i} = \mathcal{H}_C(O^i)
$$

$$
\text{PDPLUT}_{O_i} = W^{O_i} \times R_{O_i} \times C_{O_i}
$$

$$
\begin{align*}
m\text{in}\text{inimize}\left(\text{Err}_{O_i}, \text{PDPLUT}_{O_i}\right)
\end{align*}
$$

The proposed approximation methodology presents an opportunity for the designers to implement operators with improved power, performance and area (PPA) if the application can tolerate the corresponding error profile of the operator. As described in the previous section, for an $N$-bit adder occupying only $N$ LUTs, AppAxO provides $2^N$ different approximate adders. For example, for 4-bit, 8-bit and 12-bit adders, AppAxO provides $2^4$, $2^8$, and $2^{12}$ approximate adder designs, respectively. Therefore, all approximate adders can be synthesized and implemented for an application due to adders’ comparatively smaller design space. However, it can be noted that the proposed approximation methodology
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presents the designer with an exponentially increasing (with the bit-width of multiplier) number of approximate multiplier choices to implement. For instance, the possible number of input configurations of the approximate multiplier increases from 1024 to nearly 64 billion as we consider 8-bit multipliers instead of 4-bits. In order to search for configurations that are appropriate for a given application, the designer can deploy a random search or generate configurations from intuition. However, such approaches do not provide a generalized methodology for designing application-specific approximate operators. Hence, to aid the designer in implementing the appropriate approximate multiplier design, we present two DSE methods—AppAxO_MBO and AppAxO_ML—as shown in Figure 9. Both of the proposed methods use the automated modeling and estimation methodology described in the previous section.

4.2 DSE using Bayesian Optimization

The left half of Figure 9 shows the various stages involved in Multi-objective Bayesian Optimization (MBO)-based approach to finding the set of Pareto-front approximate operators — both for stand-alone operator designs as well as the operator being used for any specific application. Contrary to randomized algorithm-based optimization methods such as Simulated Annealing and GA, Bayesian optimization allows a more directed search that is particularly useful in case of problems involving costly fitness function evaluations. As shown in Figure 9, the process involves three main stages. Firstly, few randomly sampled initial configurations of approximate operators are generated. The Objective Function evaluation involves true characterization of the corresponding operator, and/or the accelerator and the behavioral accuracy of the application using the operator to obtain the design objectives for the initial samples. So, the Objective function can be viewed as the equivalent of $S$, $H_W$, $H_R$ and $H_C$ from Equation 2 and Equation 3. This set of initial tuples: input configuration $\rightarrow$ design fitness, forms the training data for the second stage, where the Surrogate Function generates a probabilistic prediction model. The probabilistic models are approximations of $S$, $H_W$, $H_R$ and $H_C$ and their estimation accuracy should ideally improve with each iteration. In the third stage, the prediction model(s) is used by the Acquisition Function to generate a set of candidate input configurations for the next iteration. As shown by the dotted lines in Figure 9, each iteration involves these three stages with a fixed number of new input configurations undergoing true characterization in each iteration.

It must be noted that MBO is an increasingly frequently used search method. With AppAxO_MBO we present a multi-objective optimization method that uses the input configurations of the approximate operator as the design variables for a bi-objective optimization problem. We use separate probabilistic models for each design objective—one that quantifies the application/operator’s behavioral accuracy and the second quantifying the PPA design intent. The implementation of the acquisition function involved generating a set of random input configurations, using the surrogate function to predict their fitness, then ranking them according to their expected contribution to the Pareto-front hypervolume and selecting a fixed number of top-ranked samples for the next iteration.

4.3 MOEA-based optimization

In addition to AppAxO_MBO, we present a Multi-Objective Evolutionary Algorithms (MOEA)-based approach to the DSE problem of AppAxO. Specifically, we use GA for the bi-objective optimization problem. MOEA-based optimization methods usually rely on low-cost fitness function evaluation and hence, a naive approach to implementing GA would limit the usability in AppAxO to small designs with low synthesis time-cost. To this end, as shown in the right half of Figure 9, we present AppAxO_ML, an ML-based DSE approach. We use an initial set of random samples to train multiple ML models for predicting PPA and accuracy metrics of an application. The ML-based models are in turn used during GA-based search to predict the Pareto-front design points, the Predicted Pareto Front (PPF). The collection of...
PPFs from each ML model are then evaluated and filtered to provide the Evaluated Pareto Front (EPF). The details of the ML models used in AppAxO_ML are described in the next section. The encoding for GA involves:

- **Individual**: Each input configuration for the approximate multiplier forms an individual in the population.
- **Crossover**: We use two-point crossover for exchanging the configuration data of two randomly selected approximate multiplier configurations.
- **Mutation**: Single-point mutation was used for randomly altering the configuration of a randomly selected configuration.
- **Selection**: We use a tournament selection method for choosing the configurations to be evaluated in the next generation. We use a tournament size of 3 while selecting the best among those configurations for the next generation.

### 4.4 ML for DSE

The true evaluation of the application’s behavioral accuracy (S) and the accelerator’s PPA metrics (H_W, H_R, and H_C) can be a bottleneck in the randomized algorithms-based DSE methods for large design spaces. For instance, the synthesis of the 8-bit accelerator for 2D-convolution of an image of size 128 × 128 can take up to 20 minutes on a standard computer\(^4\). To this end, AppAxO utilizes ML-based prediction in the fitness evaluation of AppAxO_ML. In this technique, we use the configuration vector that defines the position of the LUTs used in the approximate multiplier as the input to the ML models. We use a separate model for each behavioral accuracy and PPA metric. The ML models are then used to predict the accuracy, power, CPD, and LUT utilization for any arbitrary configuration. To evaluate the efficacy of our models, we have used the fidelity metric. The fidelity metric denotes the relationship (=, <, >) between the input configurations and their corresponding actual and predicted output values. The lower the Fidelity Error (FE), the higher the correspondence between the predicted metric value the actual value. To further assess our models’ efficiency, we also used the Mean Square Error (MSE) and Mean Absolute Error (MAE) of the models’ predictions. Equation 5 describe the computation of MSE and MAE values, respectively.

\[
MSE = \frac{1}{N} \left( \sum_{i=1}^{N} (Y_{pred} - Y_{true})^2 \right)
\]

\[
MAE = \frac{1}{N} \left( \sum_{i=1}^{N} |Y_{pred} - Y_{true}| \right)
\]

The models listed below were used with their most widely used configurations. For training and testing our models, we have used four datasets\(^5\) of 2060 configurations each. Each configuration shows the impact of a unique approximate multiplier\(^6\) on the output accuracy and the corresponding performance metrics. Our model employs randomly chosen 80% configurations of the input dataset for training the model. The remaining 20% of the input dataset is used for testing the trained model.

1. **Random Forest Regression (RFR)**: It is an ensemble learning-based supervised algorithm. The ensemble technique utilizes multiple ML models for predictions. These predictions are then combined to make more accurate predictions.

\(^4\)For 8-bit arithmetic, our methodology can provide up to \(2^{36}\) approximate signed multipliers.
\(^5\)One for multipliers and one for each application referred to in Figure 1
\(^6\)8 × 8 multipliers use a 36-bit string to represent LUTs for partial products generation as described in Section 3.2.
Table 2. The ML models reporting the minimum error in terms of Mean Square Error (MSE), Mean Absolute Error (MAE) and Fidelity Error (in %) for the three applications. ML models used: Random Forest Regression (RFR), Support Vector Regression (SVR), Stochastic Gradient Descent (SGD), Gradient Boosting Regression (GBR), Decision Tree Regression (DTR), Multilayer Perceptron (MLP)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Models with minimum MSE (Train, Test)</th>
<th>Models with minimum MAE (Train, Test)</th>
<th>Models with minimum Fidelity Error (Train, Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Application</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ECG</td>
<td>MNIST</td>
<td>GS</td>
</tr>
<tr>
<td></td>
<td>RFR, RFR</td>
<td>RFR, MLP</td>
<td>RFR, RFR</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>RFR, RFR</td>
<td>RFR, RFR</td>
</tr>
<tr>
<td></td>
<td>RFR, GBR</td>
<td>RFR, RFR</td>
<td>RFR, DTR</td>
</tr>
<tr>
<td></td>
<td>RFR, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>RFR, MLP</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
<tr>
<td></td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
<td>SGD, SGD</td>
</tr>
</tbody>
</table>

than a single ML model. It operates by constructing a multitude of decision trees at training time [18]. Each tree draws a random sample from the original data set when generating its splits, adding an additional randomness element that prevents overfitting of the model.

(2) Support Vector Regression (SVR): Compared to a simple linear regression, SVR allows the specification of an acceptable error margin and tolerance of a model for the specified error margin [31]. However, SVR requires specific calibrations of different features, which makes it less robust.

(3) Stochastic Gradient Descent (SGD): It is an optimization technique and is generally used in sparse ML problems. The gradient of the loss is estimated (each sample at a time), and the model is updated accordingly with a decreasing learning rate [6]. It is, however, very sensitive to feature scaling and requires tuning of several hyperparameters.

(4) Gradient Boosting Regression (GBR): In this technique, a predictive model is produced from an ensemble of weak predictive models [11]. It is similar to RFR; however, the individual predictive models are combined at the start to produce an output, whereas it is done at the end for RFR.

(5) Decision Tree Regression (DTR): These are a series of sequential steps designed to solve a problem and provide probabilities, costs, or other consequences of making a particular decision. Smaller subsets are broken down from a dataset while the associated decision tree is incrementally developed at the same time [3].

(6) Multilayer Perceptron (MLP): It is a class of feedforward ANN and uses backpropagation for training. MLP learns a function between the input features and the output by using intermediate hidden layers [24].

The results of ML models giving the minimum error for each of the metrics across different applications have been tabulated in Table 2. The processing time needed for the training and the average inference time for each configuration is shown in Table 3. The inference time is averaged over the total time consumed in performing inference for the complete dataset.

5 EXPERIMENTS AND RESULTS

5.1 Experiment Setup

We have implemented all presented multipliers in VHDL and synthesized them for the 7VX330T device of the Virtex-7 family (unless stated otherwise) using Xilinx Vivado 19.2. Our methodology implements each operator—adder and multiplier—design multiple times to obtain precise critical path delay and dynamic power consumption values. According to the previous iteration’s critical path-slack, our tool flow modifies the new critical path delay constraint in each iteration.
Table 3. The execution time for training and inference on various ML models for different target metrics. All the timing values are reported in milliseconds. The inference timing values are reported for a single data point averaged over the inference of the whole training set (2060 points). ML models used: Random Forest Regression (RFR), Support Vector Regression (SVR), Stochastic Gradient Descent (SGD), Gradient Boosting Regression (GBR), Multilayer Perceptron (MLP).

<table>
<thead>
<tr>
<th>Application</th>
<th>Target Metric for ML Model</th>
<th>GBR</th>
<th>MLP</th>
<th>RFR</th>
<th>SGD</th>
<th>SVR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG</td>
<td>Accuracy</td>
<td>2025.721</td>
<td>3.37</td>
<td>242.924</td>
<td>1.75</td>
<td>698.487</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>2560.742</td>
<td>0.403</td>
<td>708.342</td>
<td>0.244</td>
<td>510.915</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>2131.907</td>
<td>1.215</td>
<td>4593.54</td>
<td>0.179</td>
<td>1010.047</td>
</tr>
<tr>
<td></td>
<td>LUTs</td>
<td>2544.619</td>
<td>0.403</td>
<td>3673.557</td>
<td>0.179</td>
<td>678.572</td>
</tr>
<tr>
<td>GS</td>
<td>Accuracy</td>
<td>2004.419</td>
<td>0.334</td>
<td>2857.173</td>
<td>0.177</td>
<td>706.297</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>2331.063</td>
<td>0.422</td>
<td>2614.81</td>
<td>0.186</td>
<td>706.558</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>2259.041</td>
<td>0.463</td>
<td>4592.353</td>
<td>0.197</td>
<td>712.243</td>
</tr>
<tr>
<td></td>
<td>LUTs</td>
<td>2130.301</td>
<td>0.469</td>
<td>5095.321</td>
<td>0.198</td>
<td>708.136</td>
</tr>
<tr>
<td>MNIST</td>
<td>Accuracy</td>
<td>2033.754</td>
<td>0.42</td>
<td>4296.751</td>
<td>0.171</td>
<td>692.762</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>2127.168</td>
<td>0.588</td>
<td>2581.044</td>
<td>0.197</td>
<td>702.273</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>2397.082</td>
<td>0.51</td>
<td>5140.923</td>
<td>0.186</td>
<td>925.009</td>
</tr>
<tr>
<td></td>
<td>LUTs</td>
<td>1993.787</td>
<td>0.342</td>
<td>4202.479</td>
<td>0.174</td>
<td>762.154</td>
</tr>
</tbody>
</table>

5.1.1 ECG Peak Detection. To represent the set of applications using one-dimensional convolution, we use the peak detection of ECG signal on Physionet’s single-lead ECG dataset [8] using Pan–Tompkins algorithm [25] as the test application. Pan-Tompkins algorithm consists of 5 stages – Low Pass Filtering, High Pass Filtering, Derivative Filtering, Squaring, Moving Window and Peak Finder. For the current work, we explored the effect of approximate multipliers in the low pass filter. We use accuracy, evaluated as the ratio of the True Positives and the sum of True Positives, False Negatives and False Positives of the detected peaks, as the relevant behavioral metric for our current work. The behavioral estimation for a single test case of ECG peak detection using 8 × 8 approximate multiplier configuration expends.
an average of 1.5 minutes of processing time. Similarly, the accelerator synthesis and implementation consume 1.73 minutes of processing time.

5.1.2 Gaussian Smoothing. We use Gaussian Smoothing (GS), a frequently used benchmark for representing the set of 2D convolution-based applications. In AppAxO, we implemented a $5 \times 5$ kernel, and the accelerator, implemented using Vivado HLS, uses a line buffer, along with 25 multipliers. We use the average reduction in the Peak Signal-to-Noise Ratio (PSNR) as the behavioral minimization objective. It represents the negative of the PSNR improvement using GS with an approximate multiplier over 45 images. The behavioral estimation for a single test case of GS using $8 \times 8$ approximate multiplier configuration expends an average of 3.35 minutes of processing time. Similarly, the accelerator synthesis and implementation consume 5.06 minutes of processing time.

5.1.3 MNIST digit Recognition. Image classification is a commonly used application for evaluating the efficacy of various approximation techniques. We have used a lightweight MLP implemented in Python for the classification of the MNIST Digit dataset [2, 9]. The MLP consists of two fully connected hidden layers having 100 and 32 nodes, respectively. For this work, we have evaluated the efficacy of the various approximate multipliers by deploying them in the output layer of the network for inference using 10,000 test images. For this purpose, we have quantized the floating-point trained weights and input activations of the last layer according to the multiplier size under consideration. To compute the application’s performance metrics, we have implemented the last layer in Vivado HLS and evaluated for different approximate multipliers. We shall refer to this application as MNIST in the discussion of the experiment results. The behavioral estimation for a single test-case of MNIST using $8 \times 8$ approximate multiplier configuration expends an average of 0.78 minutes of processing time. Similarly, the accelerator synthesis and implementation consumes 2.52 minutes processing time.

The approximation-aware DSE for both operator-level and application-level design involves finding multiple design points that provide varying levels of behavioral (accuracy) and PPA trade-offs. For our current work, we use application-specific accuracy metric and the product of PDP and LUT utilization as the two objectives. Consequently, the DSE runs for the experiments involve multi-objective optimization (with two objectives). Therefore, we use hypervolume of the Pareto-front and the number of non-dominated design points, two commonly used metrics for comparing the results from different multi-objective optimization runs. The hypervolume indicator measures the significance of the non-dominated design points by computing the volume of the dominated portion of the objective space. For a two-objective problem, the hypervolume corresponds to the area between the non-dominated Pareto-front and a reference point. For our current work, we aim at minimizing both the approximation induced error metric and PDP x LUT. Hence, the reference point comprises of the maximum of both the metrics across all Pareto-front points under consideration.

5.2 Accuracy-Performance Analysis of Approximate Adders

For an adder utilizing $N$ LUTs and corresponding carry chain elements, our proposed approximation methodology generates $2^N$ approximate adder designs. The adder having input configuration $2^N - 1$ utilizes all LUTs, and it is an accurate adder. For example, for a 4-bit and 12-bit adder, our methodology generates $2^4$ and $2^{12}$ different approximate adders, respectively. For example, Figure 10 compares the hardware performance metrics and accuracy of the AppAxO-generated fifteen 4-bit approximate adders. Please note that we do not synthesize hardware for configuration ’0000’ (all LUTs disabled). For assessing the performance of the designs, we have used the PDP x LUT metric to incorporate all
design metrics. A smaller value of $PDP \times LUT$ represents a circuit with better performance. Similarly, we have used three different error metrics for accuracy evaluation of the individual adders, i.e., Average Absolute Error, Average Absolute Relative Error, and Error Probability. Equation 6, Equation 7, and Equation 8 define these error metrics, respectively. Figure 10(a) shows that a total of 5 design configurations ('1111', '1110', '1101', '1100', and '1000') lie on the Pareto front. The non-dominated adder configuration '1111' utilizes all four LUTs and is an accurate adder. Moreover, all non-dominated design points have the most significant LUT enabled. An interesting design point is the adder configuration '1000', which utilizes only a single LUT. Figure 10(b) compares the average absolute relative error and $PDP \times LUT$ of the fifteen design points. The analysis returns the same five non-dominated designs as described in Figure 10(a). The analysis in Figure 10(c) shows a total of 12 non-dominated design points. These points also include four non-dominated design points from Figure 10(a).

$$\text{Average Absolute Error} = \frac{\sum_{\text{inputs}} |\text{Accurate result} - \text{Approx result}|}{\text{Total number of inputs}}$$  

(6)

$$\text{Average Absolute Relative Error} = \frac{\sum_{\text{inputs}} |\text{Accurate result} - \text{Approx result}|}{\text{Total number of inputs}}$$  

(7)

$$\text{Error Probability} = \frac{\text{Total number of inputs for which Approx result \neq Accurate result}}{\text{Total number of inputs}} \times 100$$  

(8)

Figure 11 further elaborates the trade-offs between accuracy and individual performance metrics of the fifteen 4-bit approximate adders. Figure 11(a) has four non-dominated design points with 4, 3, 2, and 1 utilized LUT(s), respectively. These design points correspond to configurations '1111', '1110', '1100', and '1000' and they produce average absolute error values of 0, 1, 3, and 7, respectively. All of these designs are also part of the non-dominated design points in Figure 10(a). Figure 11(b) shows six non-dominated design points, including the configurations '1111', '1110', and '1100'. Similarly, the non-dominated design points in Figure 11(c) also include configurations '1111', '1110', '1100', and '1000'. The non-dominated design point '1101' in Figure 10(a) is also a non-dominated design point in the error-power analysis in Figure 11(c).
5.3 Accuracy-Performance Analysis of Approximate Multipliers

For a multiplier utilizing $K$ LUTs for partial product generation, our proposed approximation methodology generates $2^K$ different approximate multipliers. The multiplier having input configuration $2^K - 1$ utilizes all LUTs, and it is an accurate multiplier. For example, for a $4 \times 4$ and an $8 \times 8$ multiplier, our methodology generates $2^{10}$ and $2^{36}$ different approximate multipliers, respectively.

5.3.1 Multiplier-level Analysis: To evaluate the efficacy of the generated multipliers, Figure 12 presents an accuracy-performance analysis of all the $4 \times 4$ generated multipliers. For the analysis, we have excluded multiplier configuration '0000000000', which disables all the LUTs in the partial product generation stage. For evaluating the performance of the multipliers, we have used the PDP $\times$ LUT metric. Figure 12(a) analyzes the average absolute error and PDP $\times$ LUT metric of all 1023 multipliers. The analysis shows that a total of 38 multiplier designs lie on the Pareto front. The non-dominated multiplier configuration '1023' (binary value '1111111111') utilizes all ten LUTs for partial products generation and produces 0 average absolute error. Most of the non-dominated design points have LUTs enabled at most significant locations. An interesting observation is the non-dominated multiplier designs that enable only a single LUT for partial product generation. For example, non-dominated multiplier designs with configurations 2, 4, 8, 1, and 512 enable only a single LUT for their partial products. Designs 1 and 512 have the binary configuration '0000000001' and '1000000000' respectively. Design 1 utilizes only the least significant LUT in the first partial product row, and design 512 deploys only the most significant LUT in the second row of partial products. Design 512 has a lower average absolute error and higher PDP $\times$ LUT than design 1.

Figure 12(b) presents the Pareto analysis of the 1023 design points for PDP $\times$ LUT and average absolute relative error metrics. Compared to the non-dominated designs in Figure 12(a), average absolute relative error introduces five new multipliers to the set of Pareto designs. Similarly, the comparison in Figure 12(c) shows a total of 20 non-dominated multipliers out of 1023 designs. These points also include 11 new multiplier designs, which were dominated in the other two plots. However, the generated approximate multipliers’ application-specific efficacy cannot be determined from the accuracy-performance analysis of individual multipliers. For this purpose, either the generated approximate multipliers could be evaluated on the system or the accuracy-performance analysis could be conducted on a more appropriate platform.

Figure 11. Comparing hardware performance and Average absolute error of AppAxO-generated 4-bit unsigned adders. (a) LUT utilization (b) Critical path delay (in $ns$) (c) Power dissipation (in $\mu W$)

---

7The mapping of multiplier configuration (a binary string) to LUTs is described in Figure 7.
should be exhaustively utilized in an application’s implementation, or some machine learning-based intelligent models should be used to estimate the potential efficiency of the various multipliers.

Figure 13 further elaborates the trade-offs between accuracy and individual performance metrics of the 1023 $4 \times 4$ approximate multipliers. These results also include the implementation of a binary adder to add the generated partial products to compute the final product. For example, the non-dominated design configuration ‘1111111111’ in Figure 13 employs 10 LUTs for partial products generation and 6 LUTs for the binary adder to utilize a total of 16 LUTs to compute the final product. The accuracy-performance analysis in Figure 13 reveals that the non-dominated multiplier configurations producing low average absolute error values have most of the LUTs enabled in the significant partial product row. For example, multiplier configuration ‘1111111111’ is an accurate multiplier (with 0 average absolute error) is a non-dominated design point in all three sub-figures in Figure 13. Similarly, multiplier configuration ‘111111110’—least significant LUT in the least significant partial product row disabled—is the non-dominate design point having the second-lowest average absolute error value (0.25) in Figure 13(a) and Figure 13(b). The non-dominated design point having the second-lowest average absolute error in Figure 13(c) is ‘1111011111’—least significant LUT in the significant
partial product row disabled. Both of these configurations, ‘1111111110’ and ‘1111011111’, are also non-dominated design points in Figure 12(a).

5.3.2 Application-level Analysis of Approximate 4 × 4 Multipliers: Figure 14 shows the utilization of all 4 × 4 approximate multipliers in three different applications. The output accuracy of each application has been computed by utilizing the multipliers’ behavioral models in the high-level implementation of each application. Similarly, the performance metric (PDP × LUT) has been computed by utilizing the multipliers’ VHDL implementation in the accelerator of each application. Figure 14(a) shows the accuracy-performance analysis of the ECG application. A total of 12 different approximate multipliers-based designs are non-dominated design points with different accuracy and performance parameters. Six designs among these non-dominated designs utilize multipliers which were among dominated points in Figure 12. It is interesting to note that the accurate multiplier-based accelerator is not among the non-dominated design points. The ECG application’s inherent error-tolerance significantly masks the approximations-generated errors and removes the accurate multiplier-based design from the set of Pareto points. The approximate multiplier with binary configuration ‘1111011111’ (decimal value 1007) produces the highest output accuracy. Moreover, the application-specific accuracy-performance analysis can reveal highly efficient multipliers for that application. For example, approximate multipliers with configuration values 16, 128, and 512 utilize a single LUT for partial product generation; however, their corresponding accelerators are among non-dominated design points. Figure 14(b) and Figure 14(c) show the utilization of the approximate multipliers for the Gaussian Smoothing filter and MNIST dataset classification MLP respectively. For both applications, a total of 13 different approximate multipliers-based designs lie on the Pareto fronts. Further, for both applications, the accurate multiplier-based designs are not among the non-dominated accelerator designs. Similar to the ECG application’s error-resilience, the Gaussian Smoothing Filter and the MNIST classification expose multipliers that utilize only a single LUT for partial product generation. For example, for the Gaussian Smoothing filter, approximate multipliers with configuration values 1, 4, and 16 generate non-dominated design points. These application-specific accuracy-performance analyses augment the need for designing approximate multipliers according to application accuracy-performance requirements. We have also evaluated the efficacy of the AppAxO methodology for 8 × 8 multipliers using various ML models. These results are described in the following subsections.

---

8Excluding multiplier configuration with binary value ‘0000000000’
5.4 AppAxO_MBO

To show the effectiveness of the MBO-based exploration, we compared the Pareto-front obtained by AppAxO_MBO starting with 100 random samples to that obtained by the initial random samples in the search for $8 \times 8$ approximate multipliers. The DSE run configuration includes ~200 iterations with 1000 acquisition samples and 10 true evaluations per iteration. It must be noted that the true evaluations include actual synthesis and implementation of the multipliers accelerators along with Python-based behavioral estimation for each configuration. As a result, the processing time for each DSE run consumed nearly a week of processing time. Figure 15 shows the results in the search for stand-alone multipliers and that for the 3 test applications. The bar plots in each sub-figure show the comparison of the hypervolume and the labels on top of each bar shows the number of points in the corresponding Pareto-fronts. As seen on the figure, the MBO-based DSE resulted in improved hypervolume for all cases, with maximum benefits observed for ECG.
We see the performance of the ML models described in Section 4.4 on the following metrics:

(1) 8 x 8 Multiplier Performance Metrics (Figure 16) - We see that test FE for average absolute relative error metric is lowest for MLP at 0.91%, followed by GBR and RFR. The test MSE and MAE are also lowest for MLP regressor, with each being 0.52 and 0.50, respectively. For CPD, we see the test-FE scores are lowest for SGD at 16.41%, with test-MSE of 0.017 and test-MAE of 0.10 being the lowest for SVR. For Power and LUTs estimations, MLP gives a good performance with test-FE of 2.95%, test-MSE of 753.81, and test-MAE of 21.99 for power values. SGD offers the best test-FE of 2.62%, and SVR provides a good test-MSE of 0.81 and test-MAE of 0.71 for LUTs.

(2) ECG Performance Metrics - We see that test Fidelity Error of Accuracy is the lowest for RFR at 3.86%. The test-MSE and test-MAE are also lowest for RFR, with each of them being 0.00041 and 0.01, respectively. For CPD, we see the test-FE is lowest for DTR at 23.23%, test-MSE lowest for RFR of 0.02, and test-MAE for RFR of 0.13. GBR gives low test-FE for Power at 4.56%. The lowest test-MSE of 1585410.54, and the lowest test-MAE of 922.17, are observed for GBR. For LUTs, a good performance is observed with MLP with test-FE of 2.85%, test-MSE as 105.93, and 8.21 as test-MAE.

(3) MNIST Performance Metrics - We see that test Fidelity Error of Accuracy is the lowest for RFR at 6.30%. The test-MSE is lowest for MLP at 2.53, and test-MAE with RFR at 0.71 is the lowest. For CPD, we see the test-FE is lowest for GBR at 20.31%, and test-MSE and test-MAE are lowest for RFR at 0.45 and 0.52, respectively. RFR gives low test-FE for Power at 17.75%. The lowest test-MSE of 12.30 is observed for GBR, and the lowest test-MAE of 2.23 is observed for DTR. For LUTs, a good performance is observed with SGD with test-FE of 2.89%, test-MSE as 1415.29, and 29.9 as test-MAE.

(4) GS Performance Metrics - We see that test FE of Accuracy is the lowest for GBR at 2.94%. The test-MSE is lowest for MLP at 0.25, and test-MAE is lowest for GBR at 0.34. For CPD, we see the test-FE is lowest for SGD at 17.40% with test-MSE of 0.04 with RFR, and test-MAE is lowest for GBR at 0.15. SGD gives low test-FE for Power at 3.17%. The lowest test-MSE of 83177.84 and the lowest test-MAE of 230.61 are observed for SGD. For LUTs, the best performance is observed with SGD with test-FE of 2.89% test-MSE as 601.65 and 19.70 as test-MAE.

However, the MBO-based search results in a large number of points being synthesized, many of which are not on the Pareto-front.

5.5 ML Modeling

We see the performance of the ML models described in Section 4.4 on the following metrics:

Fig. 16. Fidelity Error in the ML models for different performance metrics of 8 x 8 multipliers. (a) Average Absolute Relative Error (b) Average Absolute Error (c) CPD (in nS) (d) Power (in uW) (e) LUT Utilization
Table 4. Processing time (in minutes and seconds) for running GA-based DSE using the ML models for the fitness estimation

<table>
<thead>
<tr>
<th>Application</th>
<th>PPA</th>
<th>Behavioral</th>
<th>GBR</th>
<th>MLP</th>
<th>RFR</th>
<th>SELECT</th>
<th>SGD</th>
<th>SVR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG</td>
<td>PDP x LUT</td>
<td>1 - Accuracy</td>
<td>3m18s</td>
<td>1m27s</td>
<td>55m12s</td>
<td>14m51s</td>
<td>0m43s</td>
<td>1m31s</td>
</tr>
<tr>
<td>MNIST</td>
<td>PDP x LUT</td>
<td>100 - Accuracy</td>
<td>3m47s</td>
<td>1m29s</td>
<td>54m23s</td>
<td>27m16s</td>
<td>0m43s</td>
<td>1m42s</td>
</tr>
<tr>
<td>GS</td>
<td>PDP x LUT</td>
<td>Average PSNR Reduction</td>
<td>3m22s</td>
<td>1m27s</td>
<td>54m13s</td>
<td>1m24s</td>
<td>0m43s</td>
<td>1m42s</td>
</tr>
<tr>
<td>MULT 8 x 8</td>
<td>PDP x LUT</td>
<td>Average Absolute Error</td>
<td>6m34s</td>
<td>2m19s</td>
<td>94m34s</td>
<td>15m48s</td>
<td>0m56s</td>
<td>2m39s</td>
</tr>
<tr>
<td>MULT 8 x 8</td>
<td>PDP x LUT</td>
<td>Average Absolute Relative Error</td>
<td>5m51s</td>
<td>2m19s</td>
<td>96m6s</td>
<td>15m57s</td>
<td>0m58s</td>
<td>2m41s</td>
</tr>
</tbody>
</table>

Table 5. DSE-level evaluation of ML models. The number of design points in the Predicted Pareto Front (PPF) and Evaluated Pareto Front (EPF) are reported for the DSE runs for six experiments.

<table>
<thead>
<tr>
<th>Application</th>
<th>Objectives</th>
<th>GBR</th>
<th>MLP</th>
<th>RFR</th>
<th>SGD</th>
<th>SVR</th>
<th>SELECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG</td>
<td>PDP x LUT</td>
<td>1 - Accuracy</td>
<td>30</td>
<td>11</td>
<td>34</td>
<td>10</td>
<td>87</td>
</tr>
<tr>
<td>MNIST</td>
<td>PDP x LUT</td>
<td>100 - Accuracy</td>
<td>39</td>
<td>13</td>
<td>15</td>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>GS</td>
<td>PDP x LUT</td>
<td>Average PSNR Reduction</td>
<td>32</td>
<td>10</td>
<td>34</td>
<td>13</td>
<td>39</td>
</tr>
<tr>
<td>MULT 8 x 8</td>
<td>PDP x LUT</td>
<td>Average Absolute Error</td>
<td>25</td>
<td>17</td>
<td>29</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>MULT 8 x 8</td>
<td>PDP x LUT</td>
<td>Average Absolute Relative Error</td>
<td>28</td>
<td>21</td>
<td>7</td>
<td>4</td>
<td>46</td>
</tr>
</tbody>
</table>

Based on the above discussion, it can be concluded that different ML models provide varying levels of accuracy in predicting the performance metrics of an application. Further, as shown in Table 3, the inference time for each model can vary across a wide range. The designer can make a decision, regarding the choice of ML model to use for DSE, based on these two factors – accuracy and processing (inference) time. As we shall show next, collecting the results from DSE runs with varying types of ML models provides the best Pareto-front for each application. However, in a time-constrained scenario, using a selection of ML models (based on their fidelity error performance) can provide results that are close to the results collected from multiple DSE runs using varying models.

5.6 DSE using ML Models

The ML models described in the earlier section were used in the GA-based DSE for 8 x 8 approximate multipliers. The experiments included six sets of DSE runs. Five experiments involved using each of the ML across every performance metric prediction. The sixth experiment, SELECT, involved choosing the model with the lowest fidelity test error for each performance metric. DTR experiments are not reported since all evaluated points using DTR were reported as Pareto-front points. Table 4 shows the processing time for executing the GA-based DSE using the ML models for fitness evaluation across all the experiments. The GA-specific configurations for the DSE experiment include: 200 generations with starting population of 1000 samples, mutation and cross-over probability of 0.04 and 0.8, respectively, and tournament-based selection with a tournament size of three.

Each of the DSE experiments resulted in a Predicted Pareto Front (PPF), where the metrics correspond to that obtained using ML-based predictions. Then, the set of approximate multiplier configurations from each PPF were evaluated with actual hardware synthesis and behavioral testing, followed by Pareto-front determination with the
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Fig. 17. Comparison of the accuracy of the prediction of Pareto-front design points predicted by the ML models for ECG. Models: Gradient Boosting Regression (GBR), Multilayer Perceptron (MLP), Random Forest Regression (RFR), Stochastic Gradient Descent (SGD), Support Vector Regression (SVR), SELECT: Uses the model with the lowest Testing Fidelity Error for each metric.

actual metrics to obtain the Evaluated Pareto Front (EPF). Table 5 shows the number of points in PPF and EPF of each experiment. As expected, not all points in PPF translated to actual Pareto-front design points in the EPF. Figure 17 shows the EPF (Evaluated) and the PPF (Predicted) for the experiments with ECG for all six sets of experiments. RFR and SELECT show the closest match between the PPF and the EPF.

To evaluate the quality of results with each model, we show the EPFs along with a combination of the EPF (All) for the experiments in Figure 18. The numbers in the parenthesis of each label correspond to the contribution of each model to the combined Pareto-front. The hypervolume of all the models, along with the combined results (ALL), is shown in Figure 19, for different application and multiplier DSE experiments. It can be observed that ideally, the combination of results from each of the ML models along with the selective model assignment (SELECT) results in the highest quality of results.

Figure 20 shows the comparison of the Pareto-front of the designs obtained from three different ways. AppAxO_RND denotes the set of 2048 randomly generated design configurations for the approximate multiplier. Additionally, 12 configurations denoting corner-case designs were added to AppAxO_RND to generate the set of 2060 design points,
AppAxO_TRN, that were used for the training of the ML models. One of the corner-case designs is the configuration 
‘111111111111111111111111111111111111’, where all LUTs are enabled for the multiplier. The remaining 11 corner-

Finally, AppAxO_ML denotes the set of design points generated using the proposed ML-based DSE. The design points for AppAxO_ML includes the collection of predicted Pareto-front points from the DSE runs corresponding to GBR, MLP, RFR, SGD, SVR and SELECT. It can be observed that in all cases, the ML-based DSE results in higher hypervolume and more number of Pareto-front points. The combined Pareto-fronts included 9, 4, 3, 2 design points with AppAxO_RND, 14, 6, 7 and 3 design points with AppAxO_TRN, and 25, 16, 13 and 19 design points with AppAxO_ML for MULT 8 × 8, ECG, MNIST and GS respectively.

Fig. 18. Evaluated Pareto Front (EPF) for the design space exploration results for 8 × 8 multiplier and different applications using ML models. 'All' refers to the combined Pareto-front.
Fig. 19. Comparison of the hypervolume for the design space exploration results for 8 × 8 multiplier and different applications using ML models. ‘ALL’ refers to the hypervolume of the combined Pareto-front. (a) MULT 8 × 8 with Average Absolute Error as the accuracy metric (b) MULT 8 × 8 with Average Absolute Relative Error as the accuracy metric (c) ECG (d) MNIST (e) GS

It can be observed that in some cases (MULT and MNIST), AppAxO_ML did not result in significant improvements over AppAxO_TRN. In both these cases, the intuitively added corner-case design points sufficed in providing the requisite accuracy-performance trade-offs. However, in other cases, AppAxO_ML succeeded in providing considerably better Pareto-front design points. Therefore, AppAxO_ML can aid the designer in searching for design points, beyond the more generic corner-case designs, that exploit the application’s inherent error-tolerance. Moreover, unlike in the case of AppAxO_MBO (Figure 15), the candidate solutions generated by AppAxO_ML for true characterization are closer to the final Pareto-front.

5.7 Proposed Approximate Operators

5.7.1 Approximate Adders. To evaluate the efficacy of the AppAxO’s modeling of approach for generating approximate arithmetic operators, Figure 21 compares the hardware performance metrics and accuracy of AppAxO-generated 12-bit approximate unsigned adders with the 32 unsigned designs of the ApproxFPGAs library [27]. For a fair comparison, we have re-synthesized and re-implemented all the 12-bit approximate adders of ApproxFPGAs. For a 12-bit accurate adder, AppAxO generates a total of 4095 corresponding approximate adders. For assessing the performance of the designs, we have used the $PDP \times LUT$ metric to incorporate all design metrics. The Pareto front analysis in Figure 21 shows that AppAxO-generated designs have more hypervolume contribution for all comparisons. For example, Figure 21(a) shows that AppAxO-generated non-dominated points have 1.11% more hypervolume contribution than the ApproxFPGAs non-dominated design points. Further, the numbers on the hypervolume bar show the individual non-dominated design points of each library. For example, the Pareto front analysis of only the AppAxO designs in Figure 21(a) shows a total of 47 non-dominated design points. Similarly, the Pareto front analysis of ApproxFPGAs provides 14 non-dominated design points. These results validate the efficacy of the AppAxO methodology in generating new approximate designs that can be selected according to an application’s accuracy and performance requirements.

Further, the LUTs and carry chains specific approximation methodology of AppAxO enable better packing efficiency of the FPGA resources (CLB utilization) than ApproxFPGAs [27]. For example, to compare the packing efficiency of AppAxO generated 8-bit adders with the 8-bit designs of ApproxFPGAs, we implemented two different versions of a

\[\text{Available at } \text{https://github.com/ehw-fit/approx-fpgas}\]
400-bit vector-adder utilizing 50 instances of 8-bit adders. In the first version, we utilized accurate adders, and in the second version, we utilized adders having comparable accuracy. Further, we have utilized a Virtex UltraScale FPGA for these experiments to accommodate a large number of inputs and outputs of the vector-adder. Compared to a Virtex-7 FPGA, the UltraScale FPGA provides an 8-bit wide carry-chain in a CLB. The results of these experiments are shown in Table 6. As can be observed that for both experiments, AppAxO generated adders provide better packing efficiency.

---

10The utilization of a different FPGA architecture also shows the efficacy of our proposed framework for different FPGA architectures.
Fig. 21. Accuracy and performance comparison of AppAxO-generated unsigned adders with the approximate adders from ApproxFPGAs [27]

Table 6. Comparison of packing efficiency for implementing a vector-adder using 8-bit adders provided by AppAxO and ApproxFPGAs [27]

<table>
<thead>
<tr>
<th>Design</th>
<th>Adder</th>
<th>Single Adder LUTs</th>
<th>Average Absolute Error</th>
<th>Vector-Adder LUTs</th>
<th>CLB Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>AppAxO</td>
<td>Adder_255</td>
<td>8</td>
<td>0.0</td>
<td>400</td>
<td>50</td>
</tr>
<tr>
<td>ApproxFPGAs</td>
<td>add8u_0FP</td>
<td>8</td>
<td>0.0</td>
<td>400</td>
<td>137</td>
</tr>
<tr>
<td>AppAxO</td>
<td>Adder_063</td>
<td>6</td>
<td>3.0</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>ApproxFPGAs</td>
<td>add8u_0B1</td>
<td>5</td>
<td>2.8</td>
<td>250</td>
<td>91</td>
</tr>
</tbody>
</table>

by utilizing a fewer number of CLBs. Similar efficacy of AppAxO generated designs is observed in comparison to other designs of ApproxFPGAs.

5.7.2 Proposed Approximate Multipliers. The resulting design points obtained from all explorations related to AppAxO, AppAxO_TRN, AppAxO_MBO and AppAxO_ML, were compared with the multipliers proposed in EvoApprox. A total of 3987 $8 \times 8$ multiplier design configurations were characterized for stand-alone and application-specific performance estimation. Figure 22 shows the comparison of the Pareto front obtained for standalone multipliers and approximate multipliers used in the three test applications. It can be observed that the hypervolume of AppAxO is lower than that of EvoApprox in the stand-alone multipliers. However, in the search for application-specific multipliers, we report considerable improvements with AppAxO for all three applications. If we consider the combination of EvoApprox and AppAxO, we observed 10, 18, and 20 Pareto-front points with AppAxO compared to 8, 1, and 1 points with EvoApprox for ECG, MNIST, and GS, respectively. Figure 23 shows the comparison of the behavioral accuracy and the accelerator’s performance, each metric considered separately, for AppAxO and EvoApprox multipliers implemented for ECG. The AppAxO-generated multipliers show better quality Pareto-front design points across all the three metrics. For LUT utilization, the combine Pareto-front included 14 design points with 4 and 10 points from EvoApprox and AppAxO respectively. Similarly, for CPD and power dissipation the combined Pareto front had 14 (EvoApprox: 3, AppAxO: 11) and 17 (EvoApprox: 8, AppAxO: 9) design points. It must be noted that although we show the results for each accelerator metric separately, the optimization problem used to generate these points was still based on the minimization of $PDP \times LUT$. 
6 CONCLUSION

Most state-of-the-art approximate arithmetic operators follow an application-agnostic design methodology. These operators do not have a generic approximation methodology to implement new approximate designs for an application’s changing accuracy and performance requirements. We address these limitations in this paper by presenting the AppAxO methodology. AppAxO presents a generic methodology for designing approximate operators according to an input configuration defined by an application. The configuration defines the number of active LUTs involved in partial product generation. For this purpose, AppAxO utilizes an MBO-based technique that produces only those multiplier configurations which can satisfy an application’s accuracy and performance constraints. Our methodology also deploys various ML models to use GA to explore the large design space of individual multipliers and their utilization in various applications by estimating the behavioral accuracy and corresponding performance gains. Compared to state-of-the-art
approximate multipliers, AppAxO generates non-dominated design points with more hypervolume contribution for various applications. AppAxO methodology is generic and can be applied to any arithmetic circuit utilizing LUTs and the carry chains for its implementation.

By defining a LUT-like building block for ASIC-based systems, AppAxO can be extended to design approximate arithmetic operators for ASICs. To this end, one of the possible solutions is to utilize binary strings to address the various utilized gates in a standard cell-based design. The actual values of the different bit fields in the binary string will denote the activation/deactivation of particular gates. One of the potential challenges in this approach is handling the connections between various gates in the case of a deactivated intermediate gate. Another approach for utilizing AppAxO methodology for designing ASIC-based application-specific approximate operators can be utilizing standard cell gates to implement small computational units. A computational unit will represent the functionality of an FPGA-based LUT and carry-chain cell. These computational units can be utilized to implement various circuits. However, a single 6-input LUT in an FPGA can represent any 6-input combinational function. Therefore, in this approach, a designer may need to implement a large number of computational units to represent the circuit under test. Further, a single gate in a standard cell library can have different architectures for performance, area, and power tradeoffs. The availability of various gate architectures can further increase the overall complexity of designing ASIC-based application-specific approximate operators.
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