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Abstract

Today, cyber-physical systems (CPSs) are ubiquitous. Whether it is robotics, electric vehicles, the smart home, autonomous driving, or smart prosthetics, CPSs shape our day-to-day lives. Yet, designing and programming CPSs becomes evermore challenging as the overall complexity of systems increases. CPSs need to interface (potentially distributed) computation with concurrent processes in the physical world while fulfilling strict safety requirements. Modern and popular frameworks for designing CPS applications, such as ROS and AUTOSAR, address the complexity challenges by emphasizing scalability and reactivity. This, however, comes at the cost of compromising determinism and the time predictability of applications, which ultimately compromises safety. This thesis argues that this compromise is not a necessity and demonstrates that scalability can be achieved while ensuring a predictable execution.

At the core of this thesis is the novel reactor model of computation (MoC) that promises to provide timed semantics, reactivity, scalability, and determinism. A comprehensive study of related models indicates that there is indeed no other MoC that provides similar properties. The main contribution of this thesis is the introduction of a complete set of tools that make the reactor model accessible for CPS design and a demonstration of their ability to facilitate the development of scalable deterministic software.

After introducing the reactor model, we discuss its key principles and utility through an adaptation of reactors in the Discrete Events for AUTOSAR (DEAR) framework. This framework integrates reactors with a popular runtime for adaptive automotive applications developed by AUTOSAR. An existing AUTOSAR demonstrator application serves as a case study that exposes the problem of nondeterminism in modern CPS frameworks. We show that the reactor model and its implementation in the DEAR framework are applicable for achieving determinism in industrial use cases.

Building on the reactor model, we introduce the polyglot coordination language Lingua Franca (LF), which enables the definition of reactor programs independent of a concrete target programming language. Based on the DEAR framework, we develop a full-fledged C++ reactor runtime and a code generation backend for LF. Various use cases studied throughout the thesis illustrate the general applicability of reactors and LF to CPS design, and a comprehensive performance evaluation using an optimized version of the C++ reactor runtime demonstrates the scalability of LF programs. We also discuss some limitations of the current scheduling mechanisms and show how they can be overcome by partitioning programs.

Finally, we consider design space exploration (DSE) techniques to further improve the scalability of LF programs and manage hardware complexity by automating the process of allocating hardware resources to specific components in the program. This thesis contributes the Mocasin framework, which resembles a modular platform for prototyping and researching DSE flows. While a concrete integration with LF remains for future work, Mocasin provides a foundation for exploring DSE in Lingua Franca.

“Let’s think the unthinkable, let’s do the un-double. Let us prepare to grapple with the ineffable itself, and see if we may not eff it after all.”
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Today, cyber-physical systems (CPSs) are ubiquitous. Whether it is robotics, electric vehicles, the smart home, autonomous driving, or smart prosthetics, CPSs shape our day-to-day lives. Also, several major technology trends have CPS at their core. CPS is nothing less than the enabler of the Fourth Industrial Revolution. In the energy sector, CPSs are essential to support the ongoing decarbonization, as it requires transforming the current centralized power grids, with only a view of major power plants, into a decentralized network. The envisioned smart grid is a CPS that intelligently and reliably coordinates power consumption and production across all stakeholders. Finally, visions like the smart city rely on CPS technology and have the potential to substantially change our societies.

There are many definitions for CPSs. CPSs are unique in that they combine computation, the cyber, with the ability to sense and influence the environment, the physical. E. A. Lee and Seshia provide a simple and intuitive definition:

The term cyber-physical system (CPS) ... refer[s] to the integration of computation with physical processes. In CPS, embedded computers and networks monitor and control the physical processes, usually with feedback loops where physical processes affect computations and vice versa.

We will adopt this rather traditional view of CPS in this thesis. In some domains, for instance, in Industry 4.0, the term cyber-physical system often also implies a networked system where multiple robots or entire manufacturing lines are interconnected.

Precisely due to the combination of the cyber and the physical, the design of CPSs remains challenging. E. A. Lee and Seshia note:

As an intellectual challenge, CPS is about the intersection, not the union, of the physical and the cyber. It is not sufficient to separately understand the physical components and the computational components. We must instead understand their interaction.

This is in contradiction to many of the abstractions that are commonly used in computer science. In fact, entire domains in computer science rely on the fact that we can abstract away the physical nature of computation. Rarely, a computer scientist is concerned with the physical reality of electrons moving through silicon when writing software. With virtualization, cloud computing, and serverless computing, we also do not need to be concerned with where the computation is performed physically.

In CPS, however, where and when we compute something matters. Designing CPSs requires interfacing computation with the physical world, and thus we need to expose properties of the physical world to the computation. Therefore, there is a need to rethink the fundamental abstractions of computer science to account for the requirements of CPSs. Most importantly, useful abstractions for computation in CPS should include a notion of the passage of time.

This thesis investigates the novel reactor model, which promises to bridge the gap between the cyber and the physical. This includes a full implementation of the reactor model, novel tooling that facilitates the creation of scalable and efficient programs, and an evaluation thereof.
1.1 Models of Computation

“All models are wrong, but some are useful” is a famous aphorism that is attributed to George Box. A model is a mathematical abstraction that captures the predictable characteristics of a system. Box’s aphorism acknowledges that no model is perfect, as they are generally too simple to capture the complexity of reality. Yet, some models are useful, as they predict some aspects of the physical world with remarkable accuracy. Models provide a tool that facilitates focusing on specific problems by reducing the scope to a limited set of rules instead of considering reality in its full complexity. A useful model allows us to focus on the right set of rules that are required for accurately predicting properties that are relevant for a particular problem.

Edward A. Lee observes that to assess the usefulness of a model, we need to distinguish between scientific models and engineering models. While a scientific model is useful when it can accurately emulate a physical system, an engineering model is useful when we can build physical systems that emulate the model. In the CPS context, a scientific model could be, for instance, a simulation of a moving robot. An engineering model, however, provides a set of rules that allows engineers to develop an application that controls the movement of the robot without a full understanding of how this movement is realized physically.

This view of engineering models translates seamlessly into the hourglass model in platform-based design. In the hourglass model, a system is composed of multiple layers. The centerpiece is a model that consists of a limited set of assumptions and rules. Building on top of this model, engineers can develop support layers and a rich variety of applications. On the lower layers, engineers can independently develop a physical realization of the model that is faithful to its assumptions and rules. Thus, the model facilitates a separation of concerns. The engineers developing the architecture do not need to know the specifics of the applications that might be built on top of the stack, and the application engineers do not need to be concerned with the specifics of the architecture layer. Alberto Sangiovanni-Vincentelli has coined this “freedom from choice,” as application developers do not need to worry about the details of a physical realization.

In computer science, a model of computation (MoC) describes some properties of a computation, like how, when, where, or what we compute. The first MoCs are attributed to Alan Turing, who introduced his concept of a “computing machine,” Alonzo Church, who proposed the $\lambda$-calculus, and Stephen Kleene, who introduced the concept of recursive functions. These first MoCs belong to the category of scientific models. They helped find answers to the question “What is computable?”, but they are not very helpful when engineering systems.

MoCs that fall into the category of engineering models, however, restrict computation to a limited but useful set of rules. In the hourglass model, they provide an interface between the upper application layers and the lower architecture layers that facilitate the computation. The rules of the MoC control how an application is executed and also provide a framework for reasoning about some properties of the application. In CPS design, we can leverage well-chosen MoCs to bridge the gap between the cyber and the physical. However, before we can consider MoCs that are useful in this context, we need a better understanding of the requirements and fundamental design challenges in CPS design.
1.2 Challenges and Requirements for CPS Design

Interfacing the cyber with the physical brings unique challenges for CPS design. These challenges have been discussed thoroughly in the literature.\(^{17}\) This section provides an overview of the main challenges that are relevant in the context of this thesis.

1.2.1 Concurrency

CPSs are inherently concurrent. Processes performing computation overlap in time with physical processes in the environment. Thus, a MoC for CPS design requires at least a mechanism for concurrent composition of the computation with physical processes.\(^ {18}\) However, concurrency is useful beyond modeling interactions with the physical world. Most often, CPS applications are naturally structured concurrently. Commonly, there are multiple computation processes that are concerned with different aspects of the system and that may execute, to some extent, independently.

Also, CPSs are becoming increasingly distributed. In a distributed system, computation is not performed on a single computer, but multiple computations execute concurrently on a set of networked computers, which coordinate the execution by exchanging network messages. A modern car, for instance, has between 30 and 150 electronic control units (ECUs). In a recent report, Volvo disclosed that their cars have more than 120 ECUs that are connected via more than 7,000 signals.\(^ {19}\) A useful MoC in this context should allow for expressing concurrent computation across a multitude of networked nodes, but it should also allow for structuring the program vertically and horizontally in a plausible way and to isolate independent components, allowing programmers and engineers to focus on subsets of the program that are only relevant in a specific context.

1.2.2 Safety, Reliability, Testability and Determinism

Since CPSs directly interface with the physical environment, the actions they take may have an immediate impact on the environment. Depending on the physical capabilities of the system, this impact may include injuries affecting the health of humans and animals or damage to property and environmental structures. A safe system does not expose its surroundings to the risk of harm. A major factor in assessing the overall safety of a system is functional safety, which requires that the system operates correctly in response to its inputs and reacts predictably in the event of failure.

While a safe system is free of accidents, a reliable system accomplishes the specified tasks and is free of failures.\(^ {20}\) A CPS may fail not only due to a physical component breaking but also due to problematic behavior in the software. Both achieving functional safety and high reliability require thorough testing of the involved software components. This is asserting that, given a certain set of inputs, the entire system or a specific component responds within the bounds of the specification.

Determinism is a desirable property for designing CPS, in particular, when assessing safety and reliability properties. Determinism, however, is a subtle concept.\(^ {21}\) According to E. A. Lee, "determinism is a property of models, not of physical systems." This property is defined as follows:


\(^{19}\) Antinyan 2020, Revealing the Complexity of Automotive Software.

\(^{20}\) Mulazzani 1985, Reliability Versus Safety.
A model is deterministic if given all the inputs that are provided to the model, the model defines exactly one possible behavior.\textsuperscript{21}

In order to assess whether a given model is deterministic or not, we also need to define input and behavior. For the scope of this thesis, we will define inputs as timestamped messages that may originate from user interactions, from a sensor that perceives the environment or from other systems sending messages over a network. We define behavior as the observable sequence of actions performed by a component in response to its input.

This thesis argues that the safety and reliability requirements of modern complex CPSs can only be achieved if we, at least partially, rely on deterministic models. Since deterministic models define a unique behavior for any set of inputs, this behavior is repeatable and testable. If the component under test behaves deterministically, we can be assured that the tested behavior is identical to the behavior of the component in deployment when posed with the same inputs. Since a deterministic model uniquely defines the correct behavior, we can also detect deviations from this correct behavior and treat them as faults. Commonly, such a fault implies that an assumption made by the physical realization of the behavior was violated.

When using nondeterministic models, however, the number of possible behaviors may grow exponentially as we add components and increase the system complexity. Typically, it is infeasible to reason about all possible behaviors and assess their correctness. However, nondeterministic models are useful in certain cases. For instance, modeling physical processes often requires nondeterministic models. Moreover, for some problems, there is no single correct behavior and a range of behaviors would be acceptable. In such cases, enforcing determinism by reducing the set of acceptable behaviors to a single correct behavior might come at a high cost (e.g., increased latency).

In this thesis, we require that a useful model for CPS design be deterministic. This ensures repeatability of behavior and improves testability, which in turn improves safety and reliability. For some problems, however, it might be useful if the model also allows for deliberately expressing nondeterministic behavior where it is required and understood to do no harm.

\subsection*{1.2.3 Reactivity and Adaptivity}

All CPSs are reactive systems. Waxman et al. define reactive systems as follows:

A reactive system is one that is in continual interaction with its environment and executes at a pace determined by that environment.\textsuperscript{22}

The reactivity results from the interaction of computation with the physical environment. Since many potential events in the environment are not foreseeable, the computation needs to react to external events when they occur.

Reactivity imposes some challenges for modeling the software of CPSs. In particular, a useful MoC must allow the system to react to spontaneous events in the environment. In this thesis, we call a model reactive if it includes the notion of sporadic inputs and allows specifying reactions to those inputs.

In addition to reactivity, CPSs are also often required to be adaptive. The physical environment is dynamic, and conditions change constantly. A CPS must continuously adapt to these changing conditions. There is a wide range
of possibilities for modeling adaptive behavior. If we can enumerate all possible conditions of the environment that are relevant to a given problem, then we can identify the state in which the environment is in and use conditionals in the program logic. Alternatively, if the underlying MoC supports it, we could dynamically adapt the structure of the program by activating or deactivating certain software components when certain conditions hold. Finally, we could use machine learning and other adaptive strategies to cope with a possibly infinite set of environmental conditions that the system could be faced with. Adaptivity blurs the boundary between design time and runtime. While adaptivity can be added on the application layer, ideally a MoC also supports dynamic adaptation so that the program structure itself can adapt to changing requirements.

1.2.4 Scalability

The complexity of modern CPSs is increasing rapidly. There are many sources of complexity. Software complexity, for instance, can be measured in lines of code (LOC). Volvo reported that their cars in the year 2020 are estimated to have about 100 million LOC, which is enough to fill a small library.\(^23\) This number is expected to grow by an order of magnitude every 10 years.

Architectural complexity is also increasing rapidly. This is not just driven by an increasing number of hardware components but also by an increasing heterogeneity. Motivated by the end of Moore’s law,\(^24\) hardware designers meet the ever-increasing demands for computational power by specializing and optimizing hardware for specific uses. This trend, however, hinders software productivity as programming heterogeneous hardware requires an increasing amount of specialized code.\(^25\)

Ideally, a well-chosen MoC supports the software designer in managing this complexity. Applications should be able to scale efficiently from a small to a large code base and from a simple to a large distributed architecture. MoCs help in managing the architectural complexity as they provide an abstraction over the concrete physical architecture (cf. Figure 1.1). In addition, for many MoCs we can construct tools that automatically synthesize an optimized realization on a given target architecture.\(^26\)

In order to support programmers in managing software complexity, useful MoCs also need to provide mechanisms for structuring programs into components or segments. A major factor in scalability is composability. Ideally, a large application can be constructed from smaller components, which in turn might be constructed from even smaller components. Only if composition is well-defined and preserves the properties of subcomponents can we reuse components and scale up complexity without introducing new problems.

In order for a MoC to be scalable, we also need to be able to derive efficient physical realizations, even if the applications are large. Thus, in terms of scalability, we cannot solely consider the rules imposed by the MoC. We have to also consider whether the rules of the MoC can be implemented efficiently on computers and analyze the performance of these implementations to evaluate scalability.

Scalability has many facets. In this thesis, the term scalability summarizes several characteristics including composability, the ability to efficiently utilize parallel resources, the ability to efficiently utilize distributed resources, as well as the ability to partially automate deployment to various hardware architectures in to manage hardware complexity.
1.2.5 Time

CPSs are hybrid systems. They connect discrete dynamics in the cyber with continuous dynamics in the physical. From a mathematical perspective, interfacing discrete and continuous models is challenging. Even when taking a less formal approach, interfacing software with the physical world requires that some properties of the environment be exposed at the software level.

One particular important property of the environment is time, which is commonly neglected by computing abstractions. While the real-time systems community places a strong emphasis on time, the solutions that we know from that domain do not easily scale up to the computational requirements of modern CPS applications. On the other hand, modern, scalable approaches to computation, as known, for instance, in cloud applications and high-performance computing (HPC), fully abstract over the physical aspects of computation. Time is treated merely as an optimization criterion and not as a property of the program itself.

A useful MoC for CPS design should provide a semantic notion of time that exposes to the program when external events were observed by the system and gives control over when a certain action should be performed. A well-defined notion of time can have the additional benefit of providing a mechanism for coordinating computation in distributed systems.27

1.3 This Thesis

This thesis argues that, although there is extensive research on CPS design, none of the existing and popular MoCs sufficiently address all the challenges and requirements that were discussed above. Henzinger and Sifakis observe that there is a semantic gap between models and tools used for safety-critical systems and those taking a best-effort approach.

The two approaches—critical and best-effort engineering—are largely disjoint. This is reflected by the separation between “hard” and “soft” real time. They correspond to different research communities and different practices. Hard approaches rely on static (design-time) analysis; soft approaches, on dynamic (run-time) adaptation. Consequently, they adopt different models of computation and use different execution platforms, middleware, and networks.28

Henzinger and Sifakis predicted that this gap would widen, which indeed appears to be the case.

Consider Figure 1.2, which provides an overview of the properties of existing concurrent MoCs.29 Each MoC is positioned on four axes that denote if the MoC is timed, deterministic, scalable, or reactive. On each axis, there is a “yes” and a “no” bin. The diagram is inspired by Karnaugh maps and Veitch charts, which are used for visualizing and minimizing boolean functions.30

The background color of each square denotes how many properties are in the “yes” bin for this particular field. The darker the color, the more properties are fulfilled by the MoC. The listed MoCs are discussed in depth in Chapter 2, and the position of each MoC is explained in Section 2.10.

The property space shown in Figure 1.2 clearly illustrates the semantic gap between existing MoCs. There is no model that is deterministic, reactive, scalable, and timed. Therefore, CPS designers need to make compromises and select a model that only fulfills the properties that are most relevant to the specific use case. Many of the modern CPS use cases require reactivity


29: This form of visualizing a property space was suggested to me by Lars Schütze, who created a similar diagram for his thesis.

and scalability. However, currently, this can only be achieved by giving up determinism and time predictability.

This thesis aims to close the semantic gap. It establishes a MoC that is deterministic, reactive, scalable, and timed. The foundation for this thesis is the reactor model, a novel MoC proposed by Lohstroh, Romeo, et al.\(^3\) The reactor MoC combines aspects of established models into a new paradigm. As is illustrated in this thesis, the reactor model indeed fills the gap identified in Figure 1.2. The core contribution of this thesis is the design, implementation, and evaluation of a technology stack that facilitates the development of efficient and scalable reactor programs and is applicable to a wide range of problems.

### 1.3.1 Outline

Following the introduction, Chapter 2 surveys a wide range of existing MoCs that are actively used for CPS design, both in academia and industry. This background chapter introduces each MoC in detail and discusses advantages as well as problems and limitations. This discussion also includes an introduction to two popular CPS frameworks: ROS and AUTOSAR. The chapter is concluded by an in-depth discussion of Figure 1.2, which also provides the motivation for the remainder of the thesis.

Chapter 3 introduces the novel reactor model as proposed by Lohstroh, Romeo, et al. This introduction is followed by a discussion of one of the first implementations of the reactor model. In addition, Section 3.3 introduces the DEAR framework, which integrates the reactor model with the automotive standard AUTOSAR. The chapter is concluded by a case study that illustrates how the reactor model as implemented in the Discrete Events for AUTOSAR (DEAR) framework can eliminate nondeterministic behavior in AUTOSAR. This also presents the first demonstration of distributed execution based on the reactor model.

Building on the initial implementation of the reactor model, Chapter 4 introduces the polyglot coordination language Lingua Franca (LF). Lingua Franca implements the reactor model and provides programmers with a language...
for expressing reactor programs. It allows for incorporating logic in a target programming language, and the LF compiler automatically transforms LF constructs into the target language. Chapter 4 introduces the syntax of LF, provides various code examples, discusses the execution behavior of LF programs, and illustrates how the execution of LF can be coordinated in distributed systems.

Chapter 5 focuses on the scalability of reactor programs in LF. First, the chapter discusses some limitations of the syntax and the implementation introduced in earlier chapters. Then, it demonstrate how these limitations can be overcome. The main part of Chapter 5 presents a thorough performance evaluation, which compares the performance of LF programs to popular actor frameworks.

Following this evaluation, Chapter 6 discusses some additional limitations of the currently used execution strategy. It presents a potential solution that is called scheduling enclaves and allows for partitioning LF programs.

Chapter 7 focuses on design space exploration (DSE), a technique that is commonly used to explore large design spaces and which is commonly applied to optimize program execution on heterogeneous hardware. The chapter introduces a novel DSE framework called Mocasin and discusses potential strategies for optimizing and partitioning LF programs.

Finally, Chapter 8 summarizes related work, and Chapter 9 concludes this thesis. This also includes a discussion of potential future work.

1.3.2 Contributions

Concretely, this thesis makes the following main contributions:

- A detailed survey of existing MoCs that are applied for CPS design (Chapter 2).
- A full implementation of reactors in C++ that includes an efficient runtime (Chapter 3).
- An integration of reactors with the automotive standard AUTOSAR and a case study that illustrates the applicability of the reactor model to distributed industrial use cases (Chapter 3).
- The design and implementation of Lingua Franca (LF), a polyglot coordination language that builds on top of the reactor model to distributed industrial use cases (Chapter 3).
- A language extension that allows expressing large-scale reactor programs, optimizations of the C++ reactor runtime that allow for efficient parallel execution, and an extensive performance evaluation (Chapter 5).
- A novel technique called enclaves for partitioning LF programs that addresses some limitation of the current reactor implementations (Chapter 6).
- A flexible DSE tool and research framework for mapping dataflow applications to heterogeneous many-cores that can, in principle, also be leveraged for analyzing and mapping LF programs (Chapter 7).

1.3.3 A Note on Originality

Most of the contributions presented in this thesis result from collaborative work. I believe that truly remarkable research results can only be achieved through collaboration and exchange of ideas among diverse groups of people. This, however, also means that results and ideas often cannot be traced back to an individual author.
The main focus of this thesis lies in contributions that result from my own work. A complete discussion of my work, however, is not possible without presenting the ideas of others and the results of joint work. I took care to indicate when an idea is not my own or when the presented material appeared previously in joint publications. If in doubt, any idea or result presented in this thesis that appeared in prior publications is also due to my coauthors.
This chapter surveys existing models of concurrent computation. These are MoCs that explicitly introduce the notion of concurrency and are not limited to strictly sequential execution. This survey focuses in particular on models that are applied in the context of CPS design. Each model is discussed in terms of its potential for addressing the challenges identified in Section 1.2. The discussion also includes programming languages, concepts, and frameworks that are not described by formal models. Section 2.10 concludes the chapter by summarizing the findings and motivating the need for a new MoC for CPS design.

2.1 Threads

Threads are likely the most common abstraction used to model concurrent programs. A thread refers to the execution of a single, sequential program. As shown in Figure 2.1, multiple such threads of computation form a process and operate concurrently while sharing access to the same memory. This allows one thread to read variables written by another thread within the same process. Commonly, a process starts with one initial thread of computation, which may fork into additional threads. Once a thread has completed its computation, it can be joined by the thread that created it.

Threads are a useful model as they closely capture how processors execute sequential computation and how they may interrupt one thread of computation and continue with another concurrent thread, or how multiple concurrent threads may be executed in parallel on multiprocessors.

While threads are useful for describing how concurrent computation can be performed on potentially parallel processors, they only provide limited control over when and where the computation is performed or how multiple threads interact. This gives rise to the problem of data races. Threads operate on shared memory, but they are treated like individual sequential programs, and by default, there is no orchestration between threads and no predefined order of memory accesses. Depending on when one thread writes a variable, another thread reading this variable might observe different values. For this reason, multithreaded programs are inherently nondeterministic. It is considered the job of the programmer to prune this nondeterminism.\(^1\)

Races for data and other shared resources can be avoided by using various synchronization methods such as mutual-exclusion locks, semaphores or monitors.\(^2\) However, as Edward A. Lee argues, programs that use such techniques are rarely understandable.\(^1\) Moreover, such synchronization methods create yet another problem: the risk of introducing deadlocks. Threads deadlock if each thread holds a resource that another thread needs to progress in its computation. For reasonably sized multithreaded programs, it becomes impossible to decide whether they are free of concurrency bugs.\(^1\) Even rigorous testing does not allow one to conclude that a program is free of concurrency bugs, as the faulty behavior might be unlikely to occur and might not surface in a test execution. So-called Heisenbugs are particularly challenging to analyze, debug and reproduce.\(^3\)

---


Research has made significant advances in automatically detecting and even fixing concurrency bugs in multithreaded programs.\footnote{4} There are also verification techniques based on Concurrent Separation Logic that may reason about the correctness of multithreaded programs.\footnote{5} Moreover, there is a family of techniques called deterministic multi-threading (DTM) that promise a deterministic execution of multithreaded programs even in the presence of concurrency bugs. DTM libraries such as DThreads\footnote{6} or Consequence\footnote{7} automatically enforce a total order for concurrent store operations. This typically comes at the cost of a significant performance hit, as the technique reduces the exploitable parallelism and introduces additional synchronization points. However, Recent work has made considerable progress in avoiding the bottlenecks of conventional DTM techniques.\footnote{8}

Even given the advances in detecting concurrency bugs or ensuring deterministic multithreaded execution, the model of threads remains mostly useful for modeling how a concurrent program executes at a low level of abstraction. Threads do not provide a convenient and portable way to reason about when and where concurrent parts of a program are executed or how they interact. This, however, is paramount for cyber-physical systems.

\section*{2.2 Task Models}

The concept of tasks is closely related to threads, and the two terms are sometimes used interchangeably. Here, we use thread to denote the execution of a sequential program and task to denote a unit of work. Concretely, we use the definition given by Thoman et al.\footnote{9}:

\begin{quote}
A task is a sequence of instructions within a program that can be processed concurrently with other tasks in the same program. The interleaved execution of tasks may be constrained by control- and data-flow dependencies.
\end{quote}

This general definition indicates that tasks denote units of computation that can be composed to form a program. Depending on the precise task model, additional constraints may be defined that control when tasks execute. The task model is widely adopted in various domains, ranging from embedded systems with hard real-time requirements to massively parallel HPC workloads. A scheduler manages the program’s execution and decides when and where a task instance is executed. In the following, we will briefly survey a selection of task models and their constraints.\footnote{10}

\subsection*{2.2.1 Periodic and Sporadic Real-time Task Models}

Task models have a long tradition in embedded and real-time systems. The most basic model is the periodic real-time task model that was initially proposed by C. L. Liu and Layland.\footnote{11} In this model, a program is a set of periodic tasks, where each individual task is characterized by a period and its worst-case execution time (WCET). Each task is executed repeatedly in an infinite sequence, and such an execution of a task is commonly called a job. In the periodic task model, the initial task is released at an arbitrary initial time, and subsequent tasks are released at fixed intervals, as indicated by the period in relation to the previous job’s release time. Each job must be completed before the release of the next, and therefore, the period also defines the relative deadline for each job. The absolute deadline is given by the release time of the next job.
While the periodic task model allows for a trivial feasibility analysis and static derivation of schedules, it is also inflexible as it assumes fixed periods and deadlines. The sporadic task model is a generalization of the periodic model that provides more flexibility in the way release patterns and deadlines can be characterized. A sporadic task is characterized by three parameters: the minimum period, the WCET, and the relative deadline. In contrast to the periodic task model, the period is given as a lower bound that characterizes the minimum interval between two job releases of the same task. The relative deadline is given as an additional parameter and is fully independent of the job’s period. Figure 2.2 compares possible schedules for the execution of a periodic and a sporadic task.

The literature describes various extensions to the periodic and sporadic task models. This includes jitter, which models that jobs are not released precisely and that the actual release time may vary, as well as bursts, which model that a series of jobs may arrive at an interval less than the period due to jitter. Other task models use a stochastic approach to model varying arrival rates. In the offset-based task model, each task consists of several subtasks that are characterized by an offset. Each subtask is released with the given offset relative to the release time of the outer task.

### 2.2.2 Graph-based Task Models

The periodic and sporadic task models and their various extensions are rather inflexible in modeling varying workloads. The execution time of a task might depend on the state of the system or on the input data itself. A common example of a data-dependent task is MPEG decoding. MPEG distinguishes various frame types, some of which are more complex to decode than others. In the periodic task model, the WCET always needs to account for the worst case, which leads to a pessimistic schedulability analysis.

Graph-based task models solve this problem by allowing different jobs of the same task to have different periods and relative deadlines. A graph structure models which job of a task has which parameters. For instance, the generalized multiframe model characterizes a task as a cyclic graph. Each node represents a job configuration and is annotated with the WCET and the relative deadline of the job. The edges in the graph are annotated with the period (or inter-release time). The execution first releases an initial job and then cycles through the graph, changing the configuration for each subsequent job. Figure 2.3 shows an example multiframe task. The multiframe model has been extended to also support arbitrary non-cyclic graphs. If a node has multiple outgoing edges, then any of the outgoing edges can be chosen when releasing the next job.

There is also a family of branching task models that have less focus on data dependence and focus more on control flow patterns, where branches may influence workload release patterns. In the most general form, the possible release patterns of a task are described as an arbitrary directed graph or as a task automaton. Graph-based task models allow an application to adapt to its input or to the system’s state. However, this adaptivity is limited to statically known configurations and transitions.

### 2.2.3 Parallel Task Models

In order to utilize parallel hardware, there are also a range of task models that allow for expressing parallelism within a task. In the gang task model, for instance, each task may consist of multiple parallel threads that execute...
2.2.4 Limitations

The main motivation for developing various real-time task models is to reason about what is computable within a given time. Concretely, real-time system researchers and their modeling efforts are driven by the question: Is there a feasible schedule for a given set of tasks? A feasible schedule denotes a schedule that allocates tasks to a set of processors such that all deadlines are met. Research in the field of real-time scheduling has a long history and has not only produced a wide range of models but also various scheduling algorithms.

While periodic, sporadic, and related task models are useful for schedule feasibility analysis, they are less useful as a programming abstraction that helps humans and compilers reason about the interaction of concurrent tasks. The discussed task models fall short on capturing data dependencies between tasks and do not provide mechanisms for coordinating access to shared resources. Similar to threads, the programmer of a task needs to ensure that reads and writes of data, as well as other accesses to shared resources, are protected by synchronization primitives like locks. This is problematic not only because synchronization is difficult to get right, but also because it introduces the problem of priority inversion.

In a system with limited shared resources, a low-priority job that holds a resource might block a higher-priority job that acquires the same resource.

Since common real-time task models do not capture data dependencies between tasks, the program’s behavior may depend on the concrete schedule. If the release time or execution time of tasks varies, this may influence the result of the computation. Consider the example given in Figure 2.5. There are three periodic tasks: A, B, and C. The deadline of each task is equal to its period. The execution time varies between jobs and also the time at which Task B is scheduled for execution varies. Each of the tasks reads its input at the beginning of its execution and writes the results at the end. This is denoted by the black lines at the beginning and end of a job in Figure 2.5.

Figure 2.5: An example schedule for 3 tasks that illustrates the influence of jitter in execution and release times on the data dependencies between tasks. This figure is loosely based on Figure 3 in Gemlau et al. 2021, System-Level Logical Execution Time: Augmenting the Logical Execution Time Paradigm for Distributed Real-Time Automotive Software.

Task B reads the output of Task A, and Task C reads the output of Task B. The concrete data path, however, varies between hyperperiods. Which job reads the output of which job is not determined by the program but solely by the concrete schedule and the interleaving of tasks. Thus, basic task models

28: Robison 2013, Composable Parallel Patterns With Intel Cilk Plus.

Figure 2.4: A parallel synchronous task.

32: The execution time could vary because the amount of computation performed by the task is data-dependent or because of timing variations in the underlying hardware, e.g., due to caches.
33: Intervals of 40 ms in this example.
expose the same nondeterminism that is inherent to threads. Therefore, they have limited usability for modeling and reasoning about complex systems without additional constraints.

In order to capture the data dependencies between tasks, they can also be arranged in a DAG. Task graphs are particularly popular in HPC applications. However, task graphs typically do not have any real-time constraints. Scheduling algorithms in HPC are primarily concerned with maximizing throughput and minimizing makespan, but they do not provide control over when or where a task gets executed. Therefore, task graphs are not particularly useful for CPS design. Moreover, the DAG structure does not permit any feedback loops, which are a fundamental requirement for many control applications.

### 2.3 The Actor Model

The Hewitt actor model is a model of concurrent computation that was originally proposed by Carl Hewitt and later refined by Gul Agha. In this model, actors are the universal building blocks for concurrent computation. Each actor has private state, a mailbox for receiving messages, and a behavior. The behavior is invoked in response to a message received in an actor’s mailbox. An actor’s behavior may:

- perform computation,
- modify the local actor state,
- send new messages,
- create new actors,
- or adapt the behavior that is invoked for the next message.

In contrast to threads and most task models, the actor model introduces a notion of local, encapsulated state that is similar to the private state of objects in object-oriented programming. Moreover, the behaviors of each actor are mutually exclusive. Thus, only one behavior has access to the actor’s state at a time. The encapsulation of state in combination with the mutual exclusion of behaviors effectively prevents low-level data races that may occur when using threads or tasks.

Unlike threads and tasks, actors are reactive. While threads are continuously executing and tasks are executed according to a (more or less) fixed schedule, the behaviors of actors are triggered by the messages that they receive. Actors react to the actual workload, and the behaviors are processed as needed. There is no additional knowledge needed to execute a behavior. Since the behaviors of different actors are fully independent, they can be executed in parallel. And since there is no shared memory in the actor model, actors can also be easily distributed in a networked system.

The actor model allows programmers to express concurrent computation in seemingly simple terms while avoiding the most common pitfalls of threads and tasks. In addition, the actor model promises to allow efficient implementations of actor programs that can exploit parallel hardware and transparently scale to distributed systems. Due to these characteristics, the actor model has become widely accepted and deployed in academia, as well as in production.
2.3.1 Actor Languages and Frameworks

There is a wide range of programming languages and frameworks implementing the actor model (or variants thereof). Early implementations include Act,38 Cantor,39 and Rosette.40 Erlang is one of the first commercially successful actor-based languages and has been widely used for telecommunication applications in the 90s.41 More modern adaptations of the actor model include the languages Elixir,42 P,43 and Pony44 as well as the actor frameworks Actix,45 Akka,46 C++ Actor Framework (CAF),47 and Ray.48 Akka and Ray in particular are very successful and widely used in industry.

Actor frameworks like Akka, CAF and Ray make the actor model available in mainstream programming languages like Java, C++ and Python. While this makes it easier for users to adopt the actor model, it also bears the risk that users mix concurrency models or violate actor semantics.49 In particular, the aforementioned languages cannot prevent access to shared memory. The Actix actor framework leverages the strong type system of Rust to have more fine-grained control over state access. Pony is a dedicated actor language and leverages a strong type system that builds on similar ideas as Rust’s type system, to prevent shared state between actors. Some actor languages, like Rebeca, also integrate formal verification methods to ensure the correctness of actor programs.50

2.3.2 Limitations

This subsection uses examples and arguments previously published in Menard, Lohstroh, et al. 2023, High-Performance Deterministic Concurrency Using Lingua Franca.

The actor model is widely accepted and deployed in production for its promise to allow programmers to easily express concurrency, provide high execution performance, and scale well to large datasets and complex applications while preventing low-level data races. However, actors still expose nondeterminism in the form of high-level data races, a problem that becomes considerably more challenging to manage as the complexity of a program grows.

Bank Account Example

Consider the simple example in Figure 2.6a. The Account actor manages the balance of a bank account that two users interact with. User A sends a deposit message, increasing the account’s balance, and User B sends a withdrawal message, decreasing the account’s balance. If we assume that the balance is initialized to 0 and the account only grants a withdrawal if the resulting balance is not negative, then there are two possible behaviors. If A’s message is processed first, then the withdrawal is granted to B. If B’s message is processed first, then the withdrawal is denied. The actor model assigns no meaning to the ordering of messages. Therefore, there is no well-defined correct behavior for this example.

The reader may object that for an application like that of Figure 2.6a, the order of transactions is intrinsically nondeterministic, and any additional nondeterminism introduced by the software framework is inconsequential. However, if we focus on testability, we see that even identical inputs can yield different results, making testing more difficult. If we focus on consistency, the problem that different observers of the same events may see different behaviors becomes problematic. In databases, it is common to assign time stamps to external inputs and then treat those timestamps as a semantic
property of the inputs and define the behavior of the database relative to those
time stamps. This perspective is in line with our definition of determinism
in Section 1.2.2. If we define inputs in Figure 2.6a to be time-stamped user
queries and behavior to be the sequence of actions taken by the Account,
then it is reasonable to demand determinism.

Consider Figure 2.6b, which has only one user. Even if this one user first
sends a deposit and then a withdrawal message, the actor model does not
guarantee that the receiving actor sees and processes the incoming messages
in this order. While some actor frameworks, e.g., Akka and Erlang, guarantee
in-order message delivery, others, e.g., AmbientTalk,52 expressly do not. Yet,
even if the framework guarantees point-to-point in-order message delivery,
this property is not transitive. If we add a proxy, as shown in Figure 2.6c,
then we cannot make any assumptions about the order in which Account
receives messages. This example further illustrates that composing actors
can have unexpected side effects.

Aircraft Door Example

The consequences of nondeterministic behavior can be fatal for CPSs. Con-
sider, for example, an aircraft door. Passenger aircraft are equipped with
emergency escape slides that automatically deploy when the correspond-
ing door of the aircraft is opened. The deployment mechanism needs to be
explicitly disarmed in order to safely open the doors in a regular parking
position with a passenger ramp.

Let us assume that the door is controlled by an embedded control component
that resides inside the door and communicates with other components via
a network. The door controller receives two signals that can be sent from
the cockpit: disarm for disarming the emergency escape slides and open for
opening the door. We further assume that the disarm signal is intercepted by
another sensor component that performs a safety check. Only if a passenger
ramp is indeed placed in front of the door will the sensor pass the disarm
signal on to the door. Figure 2.7 shows a possible actor realization of this
example. This program exposes the same nondeterministic behavior as the
program in Figure 2.6c. Consequently, we cannot make any assumptions
about the order in which the messages arrive at the door. If we model the
application using actors without introducing additional protocols or coordi-
nation mechanisms, then it would be up to chance whether the emergency
slides deploy in the parking position.

52: Van Cutsem et al. 2014, AmbientTalk:
Programming Responsive Mobile Peer-To-
Peer Applications With Actors.
Discussion

Implementing solutions to practical concurrency problems with actors can be challenging. Even seemingly simple concurrency problems like the ones discussed above require high programming discipline, and solutions are typically difficult to maintain and tend to lack modularity. In addition, the inherent nondeterminism of actor frameworks makes it challenging to verify such solutions. Erroneous behavior might only occur in a fraction of executions, and thus integration tests cannot reliably detect such Heisenbugs.53

In a recent study, Bagherzadeh et al. analyzed bugs in Akka programs that were discussed on StackOverflow or GitHub and determined that 14.6% of the bugs were caused by races. This makes high-level races the second most common cause of bugs in Akka programs, after errors in the program logic.54

In a similar study of 12 actor-based production systems, Hedden and X. Zhao determined that 3.2% of the reported bugs were caused by bad message ordering, 4.8% were caused by incorrect coordination mechanisms, 4.8% were caused by erroneous coordination at shutdown, and 2.4% of bugs were caused by erroneous coordination at startup.55 Note that these numbers only cover known bugs in their studied projects, and, as noted by the authors, the majority of the reported message ordering bugs belonged to the Gatling project because it already incorporated a debugging tool called Bita56 that is designed to detect such bugs. It is reasonable to suspect that there are more undetected bugs in projects that do not use specialized debugging tools.

The actor community has addressed the inherent nondeterminism of actors and the resulting bugs by introducing better tools for analyzing and debugging actor programs. This includes TransPDOR,57 Bita,56 Actoverse,58 iDeA,59 CauDEr,60 and Multiverse debugging.61 The Voyager tool shown in Figure 2.8, which is part of the Multiverse debugging approach, can visualize the multitude of possible actor program behaviors. Users can interactively expand the graph and execute various queries.

While the tools mentioned above are valuable solutions, this thesis argues that a concurrent programming model should not rely on the users to analyze programs and prune unintended nondeterminism, in particular in the context of CPSs, where the consequences of nondeterministic behavior could be fatal. A safe concurrent programming model should provide deterministic semantics by default and allow the programmer to introduce nondeterminism only where it is desired and understood to do no harm. In such cases, the aforementioned tools for analyzing nondeterministic behavior can still be utilized to analyze and debug the implementation.

59: Mathur, Ozkan, and Majumdar 2018, iDeA: An Immersive Debugger for Actors.
2.3.3 Related Models and Paradigms

There are a multitude of related models, paradigms, languages, and frameworks that build on similar ideas as the Hewitt actor model. The service-oriented architecture (SoA) paradigm, for instance, views a system as a composition of multiple services, where each service has a well-defined interface and exchanges messages with other services or users using these service interfaces. The services in an SoA are typically monolithic applications. The microservice paradigm breaks those applications down into smaller units, such that each microservice has only a single responsibility. Microservices can be easily understood and independently deployed, scaled, and tested. However, microservices only become useful once they are composed into services and applications, which may easily comprise hundreds of microservices. While each microservice can be easily understood individually, the interaction of hundreds of microservices can be immensely complex and due to the problems discussed above, this interaction is difficult to understand, test, and debug.

Communication between multiple services is often implemented via remote procedure calls (RPCs). The client code calls a seemingly conventional function, but instead of returning a result immediately, the function relays the arguments to a service and waits for a response, which is then returned. To decouple the execution of client and server, commonly, the RPC does not block until the server responds but instead returns a future immediately. The client code calls a get procedure on the future to read the result only when it is needed. If the result is not delivered yet, the get procedure blocks until the corresponding response is received. This process can be seen as a simple request-response protocol on top of actors.

While hiding the precise mechanics of asynchronous communication may look like a solution for simplifying the interaction of distributed components, programs that use RPCs are still subject to the same concurrency bugs as found in actors. If a certain order of requests or responses is required, this can only be achieved by carefully considering when to call a remote procedure and when to retrieve the result from a future. This semi-transparent approach might give a wrong sense of safety, as is also argued by Tanenbaum and Renesse.

Publish/subscribe is another paradigm that is closely related to actors. The paradigm adds a communication layer that decouples sender and receiver. Instead of sending messages directly to the mailbox of an actor, a publisher sends a message to a topic, which is a named communication channel. Other components may subscribe to the topic in order to receive messages that are published on it. Popular implementations of publish/subscribe include the Message Queuing Telemetry Transport (MQTT) and Data Distribution Service (DDS) standards.

There are many more concepts that utilize asynchronous message passing and are closely related to Hewitt actors. There are too many to list and cite them all. However, without additional safeguards, they all share the problems of Hewitt actors and expose nondeterminism, which can be subtle if the paradigm tries to hide the fact that asynchronous communication is involved, like it is the case with RPCs.
2.4 Dataflow and Process Networks

The previous section introduced the actor model as defined by Hewitt. However, for the remainder of this thesis, we will use a broader definition of actors given by Lohstroh and E. A. Lee:

Actors are concurrent objects that communicate by sending each other messages.\(^7^0\)

In the Hewitt actor model, actors use mailboxes and exchange messages asynchronously. As discussed in the previous section, the asynchronous message-passing paradigm makes Hewitt actors inherently nondeterministic. However, there is a wide range of deterministic concurrent MoCs that fall under the broader definition of actors given above. In this section, we discuss two families of actor-based MoCs that are called process networks and dataflow. Figure 2.9 shows the relationships between the various models that are discussed in the following.

2.4.1 Kahn Process Networks

One of the first concurrent MoCs was described by Gilles Kahn and is now known as Kahn process networks (KPNs).\(^7^1\) Based on Scott’s formalism for modeling sequential computations as continuous functions, Kahn created a denotational semantics describing how multiple sequential computations could occur in parallel.\(^7^2\) In this model, the continuous functions operate on infinite data streams, allowing for data exchange between the functions. KPNs can also be thought of as a set of Turing machines that are connected by infinite one-way tapes.\(^7^3\)

KPNs are commonly described as directed graphs, such as the one given in Figure 2.10. Each node in the graph represents a process (or actor). Processes execute sequentially and independently of each other. Each process has local state and there is no shared memory. In order to exchange data with other processes, each process may read from or write to a set of predefined data streams called channels. In Figure 2.10, the channels are indicated by the directed edges.

Kahn and MacQueen give an implementation of the KPN model that uses blocking read operations. Since this blocking semantics is not a requirement of Kahn’s original model, the Kahn-MacQueen implementation is more restrictive.\(^7^4\) However, the Kahn-MacQueen model is the most common

---

\(^7^0\): Lohstroh and E. A. Lee 2019a, Deterministic Actors.

\(^7^1\): Kahn 1974, The Semantics of a Simple Language for Parallel Programming.

\(^7^2\): E. A. Lee and Matsikoudis 2009, The Semantics of Dataflow With Firing.

\(^7^3\): Parks 1995, Bounded Scheduling of Process Networks.

\(^7^4\): Khasanov, Goens, and Castrillon 2018, Implicit Data-Parallelism in Kahn Process Networks: Bridging the MacQueen Gap.
implementation of KPN, and often the blocking reads are implied when the term KPN is used. For the remainder of this thesis, we will use KPN to refer to the Kahn-MacQueen implementation.

As KPN processes can be represented as Turing machines, termination is not decidable. Due to the blocking read operations, KPN processes may deadlock. If, for instance, a process reads from a channel that no other process can write to, then the process deadlocks. For general KPN programs, deadlock freedom is not decidable.

While the Kahn-MacQueen model only requires blocking reads and assumes unbounded buffers, real implementations need to handle bounded memory. Therefore, KPN channels are commonly implemented as bounded first-in, first-out (FIFO) buffers with blocking writes. Consequently, bounding a channel introduces the risk of additional deadlocks. Finding suitable buffer bounds for general KPNs that do not introduce deadlocks is an undecidable problem.

However, Parks describes a runtime algorithm that detects deadlocks during execution and resizes buffers where needed. This mechanism is commonly used in KPN implementations and can be further optimized.

Example Application

The example KPN application in Figure 2.10 implements an audio filter. The source process reads a stereo audio stream with two channels from a file or from an I/O device. It splits the incoming audio data into two channels and forwards chunks of data to the two fast Fourier transformation (FFT) processes. The data chunks are commonly called tokens. Tokens are atomic units of data that can be transferred on a channel. Typically, tokens are typed and have a fixed size.

The FFT processes convert the audio stream into the frequency domain. Next, the filter processes apply a filter operation (e.g., a low-pass filter removing low frequencies). The inverse FFT processes convert the signal back to the time domain. Finally, the sink process collects the results, combines the two channels, and writes them to disk.

Listing 2.1 gives a pseudocode implementation of the filter KPN process from Figure 2.10. The process operates in an infinite loop. It simply reads a token from the input channel, applies the filter function, and then writes the result to the output channel. The procedures readToken and writeToken need to be provided by a supporting library that implements the KPN channels. The FFT and inverse FFT processes can be implemented similarly.

2.4.2 Dataflow

In the same year in which Kahn published his denotational semantics of process networks, Jack Dennis published a paper that approaches concurrent computation differently. He describes an operational semantics of dataflow that is based on the concept of atomic firings. Similar to KPN, dataflow programs are defined as directed graphs where the notes are actors and the edges denote communication channels. However, in Dennis' concept of
dataflow, the actors are not defined as continuous processes. Instead, each actor is defined by a set of firing rules and functions that are applied if a rule matches.

**Dennis Dataflow**

In the generalized formalism given by E. A. Lee and Matsikoudis, \( \bot \) denotes an absent token, and \( * \) denotes an arbitrary token on a channel.\(^{77}\) Firing rules are given as tuples, with an entry for each input channel of an actor. The filter process in Figure 2.10 only has a single input and thus would be defined as a dataflow actor using the firing rule \((*\), \(\bot)\). When this firing rule is satisfied, i.e., there is at least one token in the input channel, then the actor fires. It consumes the input token, executes the filter function, and produces a new token on the output channel.

The sink process in Figure 2.10 has two inputs and can be defined as a dataflow actor in multiple ways. Using the firing rule \((*, *)\), the sink actor would fire when a token is present on both inputs. Alternatively, we can use two rules \((*, \bot)\) and \((\bot, *)\). In this case, the actor fires when there is at least one token on one of the input channels. Both rules can be satisfied simultaneously if there is at least one token available in both input channels. However, there is no defined order between simultaneous firings. Hence, this notion of dataflow is nondeterministic. This dynamic variant of dataflow is commonly called Dennis dataflow or dynamic dataflow (DDF).

E. A. Lee and Parks show that an additional condition is sufficient to make the model deterministic. Moreover, they show that this deterministic variant of DDF can be embedded into a KPN model.\(^{78}\) Therefore, it is commonly referred to as a dataflow process network (DPN).

In the Venn diagram (Figure 2.9), DPN is denoted as the intersection of KPN and DDF. While E. A. Lee and Parks have proven that DPN is included in KPN, we do not know if all KPN models can be expressed in DPN.\(^{79}\)

**Synchronous Dataflow**

A more restrictive form of dataflow called synchronous dataflow (SDF) was introduced by E. A. Lee and Messerschmitt.\(^{80}\) While this dataflow variant is less expressive than KPN and DDF, it is statically analyzable. Both a schedule and channel bounds can be derived statically.\(^{81}\) Similar to DDF, SDF actors are defined in terms of firing rules. However, the SDF firing rules precisely define input and output rates, which specify how many tokens the actor consumes or produces on each channel per firing.

The KPN example in Figure 2.10 can also be expressed as an SDF application. Figure 2.11 shows the audio filter example implemented as an SDF graph with all rates set to 1. This particular variant of SDF is called homogeneous SDF (HSDF).

For some applications, the fixed rates in SDF are too restrictive. They do not allow for any adaptation of the communication patterns at runtime. Many more variants of SDF have been proposed to overcome its limitations.
Particularly noteworthy are cyclo-static dataflow (CSDF) and scenario-aware dataflow (SADF). In CSDF, each actor defines a repeating pattern (cycle) of firing rates. SADF is even more general and allows to dynamically disable or enable certain paths in the dataflow graph. Both models preserve the static analyzability of SDF.

### 2.4.3 Implementations

KPN, SDF and related models have been implemented in a wide range of programming languages and frameworks. PREESM, for instance, is a framework for modeling parameterized and interfaced SDF (πSDF) applications. πSDF is an SDF variant that allows dynamic reconfiguration of the firing rates of each actor.

C for process networks (CPN) is a domain-specific language (DSL) based on C macros that allow to annotate C functions as KPN processes and to instantiate and connect such processes. It also provides specialized directives for declaring SDF actors.

The Ptolemy II framework is a modeling platform that supports a broad selection of MoCs including KPN, SDF and Hewitt actors. Ptolemy II also allows mixing different MoCs through hierarchical abstractions. The CAL actor language (CAL) is a dedicated dataflow language that was developed as part of the Ptolemy II project.

Many more so-called stream processing languages that build on the fundamental ideas of dataflow and process networks have been proposed in the literature and are actively used in production. Examples include StreamIt for efficient parallel data processing; OpenStream, which extends OpenMP with dataflow semantics, and the SPL language for big data processing that is part of IBM’s Streams product.

Process networks and dataflow provide a powerful abstraction as they fully decouple computation and communication. Compared to Hewitt actors, however, they are more restricted, which makes them both more predictable and analyzable. Yet, they are expressive enough to capture many problems, in particular streaming applications. There is a wide range of toolflows that specialize in KPN or SDF models and their variants and that use DSE techniques to automatically derive efficient and highly parallel implementations on heterogeneous many-cores or in distributed systems. There are also dedicated programming languages designed such that a dataflow graph can be abstracted from an imperative program. Chapter 7 discusses such toolflows in more depth and introduces the Mocasin toolflow, which is a contribution of this thesis.

### 2.4.4 Limitations

The deterministic semantics of KPN and SDF, as well as the clear interfaces and separation of concerns, address several of the CPS design challenges discussed in Section 1.2. Process networks and dataflow models meet the requirements of stream processing applications as they are needed, for instance, in computer vision pipelines (e.g., in autonomous cars) or for audio processing. Due to their ability to exploit data-level and pipeline parallelism, dataflow models are known to perform well in such scenarios. However, regarding CPS design, there are two major limitations. First, the models do not include a notion of time, and second, KPN and SDF have limited expressiveness with respect to reactive behavior.

---

82: Bilsen et al. 1996, Cyclo-Static Dataflow.
85: Desnos et al. 2013, PAMM: Parameterized and Interfaced Dataflow Meta-Model for MPSoCs Runtime Reconfiguration.
94: Ertel 2019, Towards Implicit Parallel Programming for Systems; Suchert et al. 2023, ConDRust: Scalable Deterministic Concurrency from Verifiable Rust Programs.
Consider the application in Figure 2.12a, which denotes a simplified emergency brake assistant (EBA) application as it could be found in a car. This example uses Hewitt actors. There is a camera actor that sends video frames captured by a camera mounted in front of the car. The camera produces a new frame every 20 ms. The frames are processed by a computer vision actor (CDV), which detects obstacles on the vehicle’s path and estimates their distance. If there is the potential for a collision, the computer vision component sends a message to the brake actor, which actuates the brake. There is also a brake pedal actor, which sends a message to the brake when the driver presses the brake pedal down.

There are several challenges to realizing this application in SDF. For instance, the camera actor is supposed to send a frame every 20 ms, but there is no mechanism to express timed behavior in SDF. Thus, the behavior of the camera actor needs to explicitly implement a waiting mechanism.

In the above description, the computer vision actor only sends a message to the brake if the brake needs to be applied. This, however, is not possible in SDF due to the fixed rates. Thus, the computer vision actor needs to send a token to the brake for every camera frame. Based on the value, the brake actor decides whether to apply the brake or not. This introduces a significant overhead as additional (null) messages have to be sent, and the brake actor fires most often without doing anything.

Incorporating the brake pedal is even more challenging. The channel from the brake pedal to the brake actor implies that for every token received from the computer vision actor, the brake also needs to receive a token from the brake pedal in order to fire. Thus, the brake pedal actor would need to sample the brake pedal sensor every 20 ms and implement a similar waiting mechanism as the camera. Alternatively, we can insert a back edge that allows the brake to poll the brake pedal for every camera frame. This solution is shown in Figure 2.12b. The black dot on the back edge denotes an initial token (also called a delay). Without this initial token, the application would immediately deadlock.

In the SDF solution in Figure 2.12b, the polling of the pedal is synchronous to the camera frames and therefore limited to a sampling interval of 20 ms. This is a fundamental limitation of SDF. In CSDF, we could decrease the sampling interval by adjusting the brake’s firing rates to only consume a token from the computer vision actor every $n$ firings.

In KPN, we are not limited to fixed firing rates. However, we need to carefully coordinate reading from the channels to avoid deadlocks. A naive KPN implementation of the brake actor is given in Listing 2.2. It reads a token from the computer vision process, applies the brake if needed, then reads from the brake pedal and applies the brake if needed. This implementation

```
while true do
  if readToken(cv) = true then
    applyBrake()
  if readToken(pedal) = true then
    applyBrake()
```

Listing 2.2: Pseudocode of a naive KPN process implementing the brake actor.
implicitly assumes that the brake receives a token from the pedal for every token it receives from the computer vision process. If the brake pedal only sends a message when the brake pedal is pressed, then the brake process in this naive implementation would block until the brake pedal is pressed. Any subsequent tokens that are sent by the computer vision process would be ignored until the brake pedal is pressed.

To avoid potential deadlocks, we need to coordinate the writing to and reading from channels. We can do this implicitly by writing and reading tokens at certain rates, like in SDF or CSDF, or we can do this explicitly by adding a coordinating process. In the solution given in Figure 2.12c, there is an additional control process. It sends tokens to the camera for every frame it should produce, and it sends tokens to the brake pedal to poll its current status. Via an additional channel to the brake, the control process informs the brake at which channel it can next expect a token. Listing 2.3 shows a pseudocode implementation of the brake process. It receives an integer variable from the control process and uses this value to decide from which channels it reads. This solution is more flexible than a CSDF implementation, as it allows in principle to adjust the sampling rates dynamically. However, we are still limited to polling sensors and introduce an overhead for sending unnecessary messages.

Both in SDF and KPN, it is not possible to react to spontaneous events. If we are willing to sacrifice determinism, then we can implement the example in DDF and simply specify two firing rules for the brake pedal. One reacting to a token from computer vision, and one reacting to a token from the brake pedal. This behavior is commonly called a nondeterministic merge. In this particular example, this solution would be preferable, as we do not require strong consistency and the brake should be applied as quickly as possible.

In summary, KPN and SDF are too restrictive to efficiently express reactive behavior. Moreover, it is not possible to break out of the deterministic semantics in cases where this might be desired. However, as earlier sections argued, nondeterministic models do not provide a suitable alternative for CPS design. Many applications, like the aircraft door example described in Section 2.3.2, require consistency and benefit from the improved testability and reliability of deterministic solutions. Ideally, a MoC for CPS design is reactive and deterministic, but also includes mechanisms for deliberately introducing nondeterminism when this is required for realizing applications like the EBA discussed in this section.

2.5 Models of Time

The MoCs discussed in the previous sections have ignored one crucial aspect of any physical process: time. In CPSs, time plays an essential role for two reasons. First, the cyber part, i.e., the computation, is realized by physical processes in a computer that take time. Second, the computation needs to interact with the physical part, i.e., other physical processes in the environment, and for this interaction to be meaningful, the computation needs a notion of time.95

Time is a subtle concept. Before we discuss in the subsequent sections MoCs that include a notion of time in one form or another, we first introduce in this section various models of time.

2.5.1 Physical Time

Our intuitive understanding of time commonly assumes a Newtonian model. In Newtonian mechanics, time is assumed to be continuous and absolute. The current time is a global state that is instantly shared by all observers. This model of time has proven useful for understanding the dynamics of local and relatively slow-moving systems. However, since Einstein’s theories of special and general relativity, we know that Newton’s model is imprecise for analyzing the dynamics of fast objects and large distances.

Following the argument given by Lohstroh, E. A. Lee, Edwards, et al., Newtonian time is not a useful model for modern CPSs:

Today’s electronic systems may span the globe, operate with sub-nanosecond timing, and consist of discrete, discontinuous state transitions. These systems are not Newtonian because the order in which physically separated events occur is neither practically knowable nor theoretically well-defined. Distributed systems have no well-defined “current state.”

In this thesis, we adopt the notion of imperfect readings of physical time given by Lohstroh, E. A. Lee, Edwards, et al., which assumes that “physical time at a single point in space behaves like a smoothly advancing real number.” Let \( T \) denote the totally ordered set of all possible time values that any clock within the system may return. A clock reading the current instance of physical time \( \tau \in \mathbb{R} \) returns an imperfect reading \( T \in T \), where neither \( \tau \) nor the precise mapping of \( \tau \) to \( T \) is knowable. Clocks are not consistent, and different clocks may return different values in \( T \).

2.5.2 Logical Time

Under the laws of relativity, the order of any two events occurring in separate locations may depend on the frame of reference, in which case there is no knowable true order. However, for many applications, e.g., the banking example in Figure 2.6, the correct behavior depends on an unambiguous ordering of events. We can impose such an order by assigning timestamps to events. Lohstroh, E. A. Lee, Edwards, et al. state:

If two separated components assign to their respective events two timestamps \( t_1 \) and \( t_2 \) drawn from a totally ordered set \( T \), we can have a clear, unambiguous semantic model of the progression of the system based on the order of these timestamps. This is not a scientific model because we do not demand the ordering of timestamps necessarily match any physical truth, but it is an engineering model that we can implement faithfully.

The notion of timestamps for ordering events logically in a distributed system was first introduced by Leslie Lamport. His notion of timestamps is commonly referred to as Lamport timestamps. These timestamps are not at all related to a wall clock’s reading of physical time and are represented by natural numbers (\( T = \mathbb{N} \)).

Figure 2.13 shows how Lamport timestamps are assigned to distributed processes that send each other messages. \( e_{ij} \) denotes the \( j \)th event of process \( p_i \). Each process keeps a local clock that assigns a timestamp \( t_{ij} \) to the event \( e_{ij} \) such that \( t_{ij} \) is greater than the timestamp of all events causing \( e_{ij} \). The transient binary relation \( \rightarrow \) denotes a causal dependency between events. \( e_{ij} \rightarrow e_{kl} \) if \( e_{ij} \) precedes \( e_{kl} \) in the same process \( (i = k \text{ and } j < l) \), or if \( e_{ij} \)}
sends a message that is received by \(e_{kj}\). The clock is consistent if it fulfills the following property:

\[ e_{ij} \rightarrow e_{kj} \implies t_{ij} < t_{kj} \]

The \(<\) relation over timestamps establishes a partial order and is referred to as the happens before relation. We can also define a total order by introducing a tie-breaker for events that have the same timestamp (e.g., \(e_{1,2}\) and \(e_{2,2}\) in Figure 2.13). For instance, a tie-breaker could give events in processes with a lower process identifier precedence over events in processes with a higher process identifier.

The Lamport timestamps do not fulfill the strong consistency property:

\[ e_{ij} \rightarrow e_{kj} \implies t_{ij} < t_{kj} \]

For instance, \(e_{1,2}\) in Figure 2.13 has a greater timestamp than \(e_{3,1}\), but clearly the events are independent, and \(e_{3,1}\) does not cause \(e_{1,2}\). Vector timestamps have been proposed as a solution. For \(n\) processes, the set of timestamps becomes \(T = \mathbb{N}^n\). Figure 2.14 shows the same processes and events as in Figure 2.13, but with annotated vector timestamps. Using this representation, we can clearly identify if two events are causally related.

Timestamps provide us with a tool for representing the causal relationship of events and creating a partial or total orders of events. However, the timestamps themselves do not provide a semantic notion of how concurrent processes should coordinate their execution. For this, we can build additional coordination protocols that leverage the timestamp mechanism. Lamport provided an example of such a protocol in his original paper. In the following sections, we will discuss MoCs that leverage a similar notion of logical time to coordinate concurrent processes without relying on programmers to manually write such protocols.

To define logical time, we adopt the notation of Lohstroh, E. A. Lee, Edwards, et al. and introduce another abstraction. Let \(G\) denote the totally ordered set of all tags. A tag \(g \in G\) denotes a logical time. If two events have the same tag \(g\), then they are logically simultaneous. We further require a monotonically increasing function \(\mathcal{T} : G \rightarrow T\) that maps each tag \(g \in G\) to a timestamp \(t \in T\). In the case of Lamport and vector timestamps, we simply have \(G = T = \mathbb{N}^n\) (with \(n = 1\) in the case of Lamport timestamps), and \(\mathcal{T}\) is the identity function.

### 2.5.3 Representations of Time

There are many possible choices for \(T\) and \(G\). This subsection discusses a selection of common choices.

For CPSs, it is reasonable to require that timestamps relate to the passage of time as perceived by physical observers. Assuming that physical time is a real number, a reasonable representation for timestamps could be \(T = \mathbb{R}\), or practically, the set of floating-point numbers in a particular representation. However, floating-point arithmetic is subtle, and comparing two floating-point numbers does not always yield the expected result. Therefore, it is typically better to represent time as an integer number.

A common integer representation of time is Unix time, which represents time as the number of seconds (the Unix epoch) since 00:00:00 UTC on Thursday, 1 January 1970. Other integer representations can be chosen to increase precision. For instance, the highest precision time representation of the
chrono C++ library is the Unix epoch in nanoseconds represented by a 64-bit integer.\footnote{cppreference.com 2023a, Date and Time Utilities.}

Some applications require a more fine-grained mechanism to establish an order between events that have the same timestamp and would otherwise appear logically simultaneous. This is similar to the tie-breaker used for establishing a total order of Lamport timestamps. For this, we can leverage the additional abstraction provided by tags and introduce another dimension to logical time, creating a \textit{superdense time}.\footnote{Maler, Manna, and Pnueli 1992, From Timed to Hybrid Systems.} Superdense time uses \( G = \mathbb{T} \times \mathbb{N} \), and each tag \( g \) is a tuple \( g = (t, m) \) consisting of a timestamp \( t \) and a superdense time index \( m \) that is commonly referred to as the \textit{microstep} of a tag. The function \( \mathcal{T}(g) = t \) maps each tag to its timestamp. The total order relation of superdense tags is defined as follows:

\[
(t_1, m_1) < (t_2, m_2) \iff t_1 < t_2 \lor (t_1 = t_2 \land m_1 < m_2)
\]

Superdense time allows us to logically order events that are causally related without requiring that their timestamps in \( \mathbb{T} \) increase. This is particularly useful in discrete event simulation,\footnote{K. H. Kim et al. 1997, Ordering of Simultaneous Events in Distributed DEVS Simulation; Rönngren and Liljenstam 1999, On Event Ordering in Parallel Discrete Event Simulation.} which we discuss in the next section.

\section*{2.6 Discrete Events}

The timed behavior of many physical processes can be modeled using ordinary differential equations and continuous functions. Consider, for example, the CMOS inverter with a capacitive load given in Figure 2.15. This system can be modeled using differential equations, and given the input signal, we can determine a continuous function that models the output signal. For instance, when we send a rectangular pulse to the input, as given in the top-left plot in Figure 2.16, then the output voltage is expected to follow the continuous function given in the plot below.

Circuit engineers commonly use simulation tools to design circuits and analyze a circuit’s behavior before manufacturing it. Computers, however, cannot easily handle differential equations and continuous functions directly. Therefore, circuit simulators commonly approximate the solution and use a discrete time axis with a fixed time increment. In such simulators, a solver iteratively predicts the system’s state for the next time step based on the current state. The top-right plot in Figure 2.16 shows an approximation for a fixed time step of 5 ns.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_15.png}
\caption{A CMOS inverter with a capacity connected to its output.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_16.png}
\caption{An input signal and different models of the output signal of a CMOS inverter.}
\end{figure}
Assuming that we know the switching delay imposed by the inverter, a model written in a hardware description language (HDL) such as Verilog, VHDL, or Chisel, can be used to model the input signal as two events $e_{i,l}$ and $e_{i,h}$ with tags $g_{i,l} = 25$ ns and $g_{i,h} = 75$ ns.

Assuming that we know the switching delay imposed by the inverter, a simulator can schedule new events to model the future changes to the output signal in response to the input events. In this example, the delay is approximately 14 ns for switching from low to high and 10 ns for switching from high to low, and thus the simulator would schedule the output events $e_{o,l}$ and $e_{o,h}$ with tags $g_{o,l} = 39$ ns and $g_{o,h} = 85$ ns. The outcome of this “simulation” is shown in the bottom right plot in Figure 2.16.

### 2.6.1 Discrete Event Simulation

In discrete event simulation (DES), typically a simulation kernel manages the progress of the simulation. It keeps track of the event queue, which holds all unprocessed events, provides an application programming interface (API) for scheduling new events, and iterates over the events in the event queue one by one in order of their associated tags. In general-purpose simulation frameworks such as SystemC or SimPy, the users can freely define the relevant events and also provide event handlers that are invoked by the kernel when a corresponding event is processed. In simulators that are more specialized for a certain use case, this can be partially automated. For instance, it is possible to automatically derive a DES model from a hardware model written in a hardware description language (HDL) such as Verilog, VHDL, or Chisel.

The discrete events model is quite universal. It can be applied to model a wide range of systems in different domains, and it can be scaled to an arbitrary level of abstraction by redefining the events of interest. In the inverter example, we considered events at the level of the inputs and outputs of individual gates. However, if only the functional behavior of the hardware is of interest and not its timing characteristics, it can be simulated at the register transfer level (RTL). At the RTL level, all events are aligned with the ticks of a set of clocks. Abstracting even further, the interaction between multiple hardware components can be represented as messages instead of individual 1-bit signals. This enables the cycle-accurate simulation of entire processors and multiprocessor systems on a chip (MPSoCs), for instance in SystemC TLM or gem5. In fact, DES is also universal in the sense that different modeling frameworks can be combined.
2.6.2 Limitations

The concept of discrete events is also particularly useful for modeling cyber-physical systems. Since events are tagged, the discrete event model provides a timed semantics, but this notion of time is typically purely logical. Discrete events are most commonly used in simulation, where the tags correspond to estimated times in the prediction model and not to physical readings of time in the real world. The general model is less practical for reasoning about the execution of software in a real system. Also, additional constraints are required for ensuring the deterministic execution of discrete event models. Popular implementations of discrete events like SystemC actually do not guarantee a deterministic execution. However, as we will discuss in the remainder of this thesis, it is possible to use more constrained discrete event models to deterministically coordinate software execution in real systems and to establish a connection between the logical tags of events and physical readings of time.

Leveraging discrete events for coordinating the execution of software is also challenging regarding scalability. Since the model assumes a single global event queue and events need to be processed in tag order, it is difficult to leverage parallel hardware and to deal with distributed memories. There exists a wide range of solutions for parallelizing popular discrete event simulation frameworks like SystemC and gems, but using them remains challenging as they often require manual partitioning and expose users to the pitfalls of threads.

There are also manifold solutions for executing simulations jointly in a distributed system. However, those typically introduce a time quota, which gives a time window in which events are allowed to be executed out of order. This introduces a certain amount of inaccuracy but increases performance as the individual nodes can operate more independently within a certain bound. Such a solution, however, is not suitable for controlling safety-critical systems. More conservative approaches use rollback mechanisms to recover from scenarios where an event was handled too early. But rollbacks are only possible in a simulated environment, not when interacting with the real physical world.

2.7 Synchronous Languages

The family of synchronous programming languages builds on the synchronous reactive MoC, which can be seen as a specialized version of the more general discrete event MoC. The semantics of synchronous languages are defined based on the synchronous hypothesis, which makes the assumption that “reactive systems produce their outputs synchronously with their inputs, their reaction taking no observable time.” Thus, the synchronous reactive paradigm imposes an idealized view on the real physical behavior of a system. This idealized view enables easy composition of systems without affecting their observable behavior.

It is considered the compiler’s task to deliver an implementation that is faithful to the assumptions made in the synchronous reactive MoC. This idea is rooted in the design process commonly used for digital circuits. Here, the designer is concerned with electrical signals that are exchanged between registers and logical gates to implement a certain function. When considering the functional behavior of the circuit, all logical gates can be considered as producing their outputs synchronously to their inputs, and all events are defined based on the ticks (e.g., rising edge) of a global clock. Only once the...
circuit is realized in hardware, we have to ensure that all signals traverse the gates in time before the next tick of the clock.

In the synchronous reactive paradigm, all events are defined with respect to a global clock. This clock is purely logical, and its ticks denote a sequence of instants of computation \( (\mathbb{G} = \mathbb{N}) \).\textsuperscript{123} Since the system is defined as a series of events and synchronous reactions to those events, the synchronous reactive MoC is closely related to discrete event models.\textsuperscript{121} However, in contrast to most discrete event systems, which typically require that new events be scheduled with a non-zero delay to ensure causality, the synchronous hypothesis requires that inputs and outputs are synchronous.

Following a denotational semantics approach, synchronous reactive systems are defined as compositions of their components, where at each tick, each component can be modeled as a function that maps the component’s inputs to its outputs.\textsuperscript{124} Note that this function may change between ticks. Thus, at each tick, the system is defined as a set of equations. Consequently, computation of the system’s outputs requires solving the set of equations. In the presence of direct feedback, a unique least fixed point solution needs to be found. We call a synchronous program well-formed, if such a solution can be found in bounded time.\textsuperscript{125}

### 2.7.1 Languages and Tools

The most prominent examples of synchronous languages include Esterel,\textsuperscript{126} Signal\textsuperscript{127} and Lustre.\textsuperscript{128} They all build on the synchronous hypothesis, but their approaches are quite different.\textsuperscript{129} While Lustre is a declarative language and primarily describes data flow, Esterel is an imperative language and primarily describes control flow. Lustre is sample driven, which means that it reads inputs and computes updates for each tick of the clock. Esterel, however, is event driven, which means that it computes updates for each input event. While Esterel embraces zero-delay feedback loops and has fixed-point semantics, Lustre requires that programs be acyclic, and any feedback imposes a delay. Signal combines aspects of both approaches. It has declarative sample-driven statements as well as imperative event-driven statements. Signal is designed for specifying open systems as compositions of individual programs, where each program is driven by its own clock. As such, Signal is a multiclock language. There is also a multiclock extension for Esterel.\textsuperscript{130} Also Lustre allows defining multiple clocks, but only at fractions of the main clock.

**Listing 2.4**: A Lustre program implementing a stopwatch and a table that represents an execution sequence.

```plaintext
node stopwatch
  (tick: bool; reset, start_stop: bool)
returns (time: int; running: bool);
let
  time = 0 -> if reset then 0
  else if running and tick then pre(time)+1
  else pre(time);
  running = false -> if start_stop then not pre(running)
  else pre(running);
  tel
```

Listing 2.4 shows an example program in Lustre that implements a simple stopwatch. The program has three inputs `tick`, `start_stop` and `reset` and it produces the outputs `time` and `running`. The table on the right represents one possible execution sequence for this program. The execution proceeds in a sequence of logical time instants. At each instant, the program computes its outputs and state based on its inputs and the previous state. The `pre`
operator, which is used in the example, implements a delay and denotes the value at the previous instant.

The strength of the synchronous reactive paradigm lies in its rigorous mathematical foundation. It allows for a correct-by-construction approach, where the program is a specification of the intended behavior and components can be composed arbitrarily without changing this behavior. Moreover, the safety properties of programs can be formally verified.131

These characteristics make synchronous languages particularly attractive for the development of safety-critical systems. Already in the 1980s, Lustre was applied in the development of the Airbus A320, which is the first commercial fly-by-wire aircraft, and in the development of the N4 series of nuclear power plants.129 This has led to the development of the SCade language and tool suite.133 SCade is a commercial product that is now developed by Ansys, Inc.133 and has been used in numerous commercial applications, including French nuclear power plants, the Airbus A340-600, and the Hong Kong subway.139 Also, Esterel was applied in large-scale industry applications in avionics134 and digital signal processor (DSP) design.135

2.7.2 Limitations

While synchronous languages have been used in various safety-critical commercial applications, there are several challenges to applying the approach to a broader range of systems on a larger scale. One such challenge is that Esterel, SCade, or similar languages are perceived as rather obscure and restrictive by programmers that are used to the sequential code of mainstream programming languages. Moreover, safely integrating large legacy codebases with a synchronous language imposes significant challenges. There are, however, some efforts to make the synchronous semantics more accessible to programmers. The synchronous constructive (SC) MoC, for instance, replaces signals with variables and allows for more programming patterns known from sequential programming while preserving the synchronous semantics.136 This approach is also implemented in the visual language SCCharts.137 More recently, HipHop.js integrated Esterel-like language constructs with JavaScript.138

Compiling synchronous programs, so that they can efficiently exploit parallel hardware is another challenge. While synchronous programs are inherently concurrent, the resulting parallelism is rather fine-grained. Mapping such fine-grained structures to parallel computation in multiple threads is challenging, as the effort required for synchronizing the threads easily outweighs the benefits gained from parallel execution. Therefore, synchronous languages are typically compiled into single-threaded sequential programs. To efficiently parallelize the execution, the program needs to be partitioned by the compiler139 or via language-level constructs like futures.140 Alternatively, specialized hardware can be used to minimize the synchronization overhead.141

Moreover, despite the use of logical clocks, synchronous languages do not provide a clear mechanism for handling physical time. In the synchronous reactive paradigm, the progress of physical time is seen as an input to the system. The ticks of a physical clock (e.g., every second) are input events that the system may react to. In the example in Listing 2.4, the stopwatch counts ticks, not physical time. The environment is responsible for providing the ticks of a physical clock at sensible intervals and for choosing how other input events relate to this clock. If outputs should be created with a certain physical delay, this needs to be implemented manually by counting the ticks

131: Jagadeesan, Puchol, and Von Olhuusen 1995, Safety Property Verification of Esterel Programs and Applications to Telecommunications Software; Bouali 1998, Xeve, an Esterel Verification Environment; Hagen and Tinelli 2008, Scaling Up the Formal Verification of Lustre Programs with SMT-Based Techniques.
133: Ansys, Inc. 2023, Ansys SCade Suite: Model-Based Development Environment for Critical Embedded Software.
135: Arditi et al. 1999, Using Esterel and Formal Methods to Increase the Confidence in the Functional Validation of a Commercial DSP.
139: Yuan, Yoong, and Roop 2011, Compiling Esterel for Multi-core Execution.
140: Cohen, Gérard, and Pouzet 2012, Programming Parallelism with Futures in Lustre.
of the input clock. This requires that the frequency of the input clock be known in advance by the program.

Finally, the synchronous hypothesis only holds as long as the system can keep up with processing the events. This means that the physical time required for computing the response to events may not exceed the interval between subsequent input events. Typically, synchronous languages do not provide mechanisms for detecting or handling such a situation as part of the program.

### 2.7.3 The Sparse Synchronous Model

The sparse synchronous model (SSM) proposed by Hui and Edwards integrates more tightly with a physical notion of time and also acknowledges that computation may take a significant amount of time.\(^\text{142}\) While also following a strictly synchronous semantics, reactions in SSM, may create concurrent tasks that commit their results at a later time instant.\(^\text{143}\) The model is sparse in the sense that the underlying clock is fine-grained for high timing precision, but reactions are not processed at every tick of the clock. Computation only occurs in response to input events and when concurrent tasks commit their results. The frequency of the underlying clock is not known by the user, and in contrast to traditional synchronous languages, a change in clock frequency does not change the program’s behavior.

The initial implementation of SSM is C-based but there is also a Lua implementation\(^\text{144}\) and a programming language called Scoria.\(^\text{145}\) While the SSM is very promising for the development of cyber-physical systems, it currently only provides a rather low-level abstraction and is aimed at deeply embedded devices. Also, the approach cannot yet be extended to coordinate the execution of programs in a distributed system.

### 2.8 Logical Execution Time

While the synchronous reactive MoC assumes that inputs and outputs are synchronous, the logical execution time (LET) paradigm takes the opposite approach. The LET model acknowledges that computation takes time and provides a simple mechanism for linking the logical progression of the program to the physical time of the environment.\(^\text{146}\)

The LET model is motivated by the inherent nondeterminism in classic real-time task models (cf. Section 2.2.4). Consider again the example given in Figure 2.5 and reproduced in Figure 2.17a. Depending on when jobs start their computation and for how long they compute, the concrete data paths may change. Kirsch and Sokolova call this approach bounded execution time (BET), as the classic real-time model provides an upper bound for when jobs write their outputs but does not define the ordering precisely.

In the LET model, however, the time at which jobs write the results is defined precisely on a logical timeline. The set of tags is equal to the set of possible readings of physical time \(G = T\). Each task has an associated LET, which we denote with \(L\) and which is equal to the task’s relative deadline. A job that is released at physical time \(T\) reads its inputs at tag \(g = T\). The job must complete its computation at physical time \(T + L\), but may finish earlier. However, even when finishing earlier, the job does not write the results immediately. Instead, the results are written at tag \(g + L\), precisely at the deadline of the job. Both reading inputs and writing outputs are logically instantaneous.
Physical time and logical time are tightly coupled in the LET paradigm. The logical timeline is used to define the ordering of reads and writes between jobs, but logical and physical time are assumed to progress in lockstep. For this reason, the LET of a task may not be less than its WCET.

The principles of LET are adopted in various languages, like Giotto and the Time Definition Language (TDL). Also the time-triggered architecture (TTA) uses a similar time model. On multi-core processors, LET enables deterministic lock-free communication, which makes it attractive for modeling parallel embedded software. Most importantly, LET was adopted in the Classic Platform of the automotive standard AUTOSAR which the next section will discuss in more detail.

The principles of LET can also be applied to modeling the interaction of tasks running on different processors that communicate over a bus or network. In system-level LET, the communication between processors is also modeled as tasks with an associated LET. The LET of communication tasks is determined by the worst-case network latency and the maximum synchronization error of the physical clocks of each node. This allows us to apply the same principles as for modeling tasks on a single processor to the system level.

LET enables deterministic concurrency for embedded real-time systems. It can be conveniently applied to any program that can be modeled with periodic tasks, like control software. However, LET is quite restrictive and has limited expressiveness, which hinders its application to a wider range of applications that require reactions to sporadic events. Like the synchronous reactive paradigm, which assumes that zero time passes between reading inputs and writing outputs, LET also defines a fixed value of logical time that passes when a task executes. However, as we will explore in this thesis, a more general approach allows the programmer to freely set the logic delay imposed by computation instead of requiring a fixed value. This exposes an interesting trade-off.

In addition, tasks are a rather low-level abstraction and are not convenient for modeling and understanding large systems. Typically, modeling large systems requires some form of component-based design, where components encapsulate state and functionality and can be composed vertically and horizontally, as it is possible in actors and related models. However, there is no hierarchy in task-based models. Also, dependencies between tasks are only described implicitly by the release time and deadlines of jobs and

Figure 2.17: An example schedule for three tasks and their read-write-dependencies using a classic real-time model (bounded execution time) and the logical execution time model. This figure is loosely based on Figure 3 in Gemlau et al. 2021, System-Level Logical Execution Time: Augmenting the Logical Execution Time Paradigm for Distributed Real-Time Automotive Software.
by the values they read and write, but there is no semantic notion of data dependencies in the model.

2.9 CPS Frameworks and Standards

While the previous sections introduced a range of MoCs, this section investigates practical approaches that are used in industry for CPS design. Several industry standards and software frameworks have evolved to facilitate the joint development of CPSs. Typically, such frameworks provide a unified abstraction layer on top of the underlying hardware and the operating system (OS). And they also provide a unified communication mechanism that allows multiple components to interact and exchange data. In principle, this foundation enables the composition out of complex CPSs out of smaller components that are developed independently and are potentially provided by different vendors.

Ideally, the basis for such a framework should be a well-chosen MoC that addresses the challenges discussed in Section 1.2. However, as we will see in this section, this is not commonly the case. Without such a solid foundation, however, a framework does not provide application designers with the appropriate tools for actually managing the fundamental challenges in CPS design.

This section discusses two popular CPS frameworks in more detail: the AUTomotive Open System ARchitecture (AUTOSAR) and the Robot Operating System (ROS). Parts of the introduction to AUTOSAR were published before in Menard, Goens, Lohstroh, et al. 2020, Achieving Determinism in Adaptive AUTOSAR.

2.9.1 AUTOSAR

AUTOSAR is a global development partnership of automotive companies and other interested parties. The automotive industry also faces the challenges discussed in Section 1.2. In particular, stringent safety and real-time requirements, but also a dramatic increase in the complexity and computational demands of automotive software. AUTOSAR aims to address these challenges by standardizing the design process, the runtime environment, and the common software framework.

The partnership maintains two standards called Classic Platform (CP) and Adaptive Platform (AP) that serve different goals and requirements, as well as the Foundation that is shared between the two platforms. The Classic Platform is widely established in industry and mostly intended for hard real-time applications with low computational complexity deployed on ECUs with single-core or simple multicore processors. The CP standard facilitates a task-based programming model and also includes support for the LET paradigm.

The Adaptive Platform was introduced more recently to handle applications with high computational demands, facilitate an ongoing interaction with a changing environment, and allow systems to adapt to such changes. AUTOSAR AP is a service-oriented architecture that is based on a POSIX-compliant operating system. The software stack includes a middleware that handles communication between services as well as the Runtime Environment for Adaptive Applications (ARA), which provides common APIs and services. While the standard does not specify the precise middleware and
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also supports third-party solutions, AUTOSAR suggests using the Scalable Service-Oriented Middleware over IP (SOME/IP) protocol.\textsuperscript{158}

The remainder of this section introduces and discusses the Adaptive Platform in more detail.

### Service Interfaces

AP applications consist of one or multiple software components (SWCs) that communicate via services that they may provide or request. We call an SWC that provides a service a server, and an SWC that requests a service a client. Client and server roles may be fulfilled by the same SWC. SWCs provide or request services as needed; the binding between clients and servers is determined at runtime by the middleware through service discovery.\textsuperscript{159} The dynamic binding of services is the core mechanism for providing adaptivity in AP.

The service interfaces are fully specified at design time and are composed of methods, events, and fields. While events are one-way messages that the server initiates and the client handles, methods are two-way messages that the client initiates and the server responds to. Fields are state variables exposed by the server. Each field may provide a get method, a set method and an event that indicates state changes.

Listing 2.5 shows the pseudocode definition of an example interface for an accumulator service. The interface provides a method for initializing the service with an initial integer value, a method for adding an integer value, and a method for getting the current accumulated value. The interface further defines an event that the service notifies whenever its internal accumulated value changes.

### Service Communication

SWCs abstract over the precise middleware by using proxies and skeletons that are generated from a service description.\textsuperscript{160} Figure 2.18 illustrates the overall communication mechanisms in AUTOSAR AP. A skeleton is an abstract interface that a server needs to implement in order to provide a service. A proxy is an object that a client receives when requesting a service.

Client and server communicate via the proxy and skeleton objects. For instance, the client can invoke a method on the proxy object, which automatically sends a message via the middleware to the server. It also returns a future as a placeholder for the server’s response. The server translates the incoming message back into a method call on the skeleton interface. The implementation for this method, which is provided by the server, is expected to return a future. As soon as the server fulfills the corresponding promise, the skeleton sends a message back to the client.

Applications in AUTOSAR AP commonly consist of multiple SWCs. Each individual SWC can be considered a full program as it is mapped to a process on the target platform during deployment. While the service-oriented communication model of AUTOSAR AP specifies how SWCs interact, it does not
specify how SWCs should be implemented. The standard, however, suggests a thread-based coding style.

AP SWCs are implemented in C++. Listing 2.6 provides a simplified example implementation for a client that interacts with the accumulator service defined in Listing 2.5. The client instantiates a proxy object on line 2 to interact with the accumulator service. The construction of the proxy blocks until a connection with a server providing the service is established by the middleware. The server needs to be implemented and started separately. Next, the client initializes the accumulate service with 1, adds 2, obtains the result and, finally, prints the result.

```
int main() {
  AccumulateServiceProxy s{};
  s.init(1);
  s.add(2);
  auto result = s.get();
  std::cout << result.get();
  return 0;
}
```

Listing 2.6: A client program using the accumulate service to add 1 and 2.

Nondeterminism

The SoA paradigm utilized by AUTOSAR AP is similar to the Hewitt actor model in that it describes a system as a set of components that exchange messages. SoA specializes Hewitt actors by providing a notion of interfaces and defining the precise types of expected messages that components may send or receive when interacting with a service. The execution strategy, however, is similar to the Hewitt actor model. Consequently, SoAs and specifically AUTOSAR AP inherit the nondeterminism of Hewitt actors. In addition, the use of RPCs for implementing service method calls masks the interaction with concurrent components.

Consider again the client code in Listing 2.6. At first glance, with C++ being a procedural language, the code suggests that the program prints a value of 3. However, potentially unbeknownst to the programmer who wrote the client program, the proxy object implements the methods `init` and `add` as non-blocking RPCs. And while we can assume that the server implementation enforces mutual exclusion between the execution of method invocations to avoid data races on its internal state, by default, the runtime environment maps each invocation to a different thread, meaning the order in which the calls are handled is determined purely by the thread scheduler. Consequently, no order is enforced by the server on the handling of calls to `init`, `add`, and `get`, which leads to nondeterministic results.

Depending on the precise interleaving of method calls, we may observe one out of four possible results. By running the program repeatedly and recording the printed result, we can plot the distribution of possible results, as shown in Figure 2.19. This assumes that the internal value of the accumulation service is initialized to 0 by default. Clearly, such a program is not very useful.

Of course, the client could serialize each method call by waiting for the future returned by the server to resolve before invoking the next method call. Listing 2.7 shows an updated version of the client program that invokes `get()` on the returned future to actually retrieve the returned value. In the case of `init` and `add`, no value is returned, but `get()` blocks nonetheless until the server finishes processing the method. In addition, the server could instruct the runtime to use a single thread rather than multiple for execution. However, multi-threading may be necessary to meet performance requirements, yet it is often far from obvious how this may lead to nondeterminism in realistic AUTOSAR applications, which are, of course, incomparably more complex than this simple example.

As this thesis argues, the software designer should not be responsible for engineering solutions to concurrency problems to achieve determinism. Rather, the underlying model should allow for the exploitation of concurrency in ways that preserve determinism, making it easy to write deterministic programs and requiring explicit directions from the programmer to forgo

```
int main() {
  AccumulateServiceProxy s{};
  s.init().get();
  s.add().get();
  auto result = s.get();
  std::cout << result.get();
  return 0;
}
```

Listing 2.7: Corrected client program using blocking calls to wait on the returned future objects.

![Figure 2.19: Distribution of possible results for the client program in Listing 2.6.](image)

determinism. In AUTOSAR AP, however, the gained adaptivity and flexibility compared to CP come at the cost of inherent nondeterminism; despite the goal of supporting safety-critical and possibly autonomous applications.

We can identify three distinct sources of nondeterminism in AUTOSAR AP:

1. The suggested programming model for the implementation of individual SWCs is based on threads. As Section 2.1 discusses, threads make it notoriously difficult to engineer deterministic concurrent software. AUTOSAR AP provides coding guidelines to avoid the problems with threads, but nondeterminism is still likely to creep in, especially when code evolves over time.\footnote{Gu et al. 2015, What Change History Tells Us about Thread Synchronization.}

2. The order in which SWCs process incoming messages is undefined. If two clients call the same method, the server may process them in either order. This is analogous to the problems with nondeterminism in the actor MoC (cf. Section 2.3.2).

3. Point-to-point in-order message delivery could be achieved by the middleware and underlying TCP/IP network stack, but this is not a formal requirement in AUTOSAR AP.

One provision for deterministic execution that AUTOSAR AP introduces is the so-called "deterministic client", which provides a task-based programming model for the implementation of SWCs.\footnote{AUTOSAR 2022h, Specification of Execution Management.} However, its scope is limited to individual SWCs and does not consider communication between SWCs. Therefore, this solution only addresses the first source of nondeterminism. Applications that consist of multiple communicating deterministic clients can still exhibit nondeterminism via the second and third source of nondeterminism.

More recently, Bellassai et al. explored how the LET paradigm could be applied to AUTOSAR AP.\footnote{Bellassai et al. 2023, Supporting Logical Execution Time in Multi-Core Posix Systems.} While this should alleviate the problems with LET discussed in Section 2.8.

\subsection*{2.9.2 ROS}

Robot Operating System (ROS) is an open-source framework that facilitates the development of robotic applications.\footnote{Quigley et al. 2009, ROS: an Open-source Robot Operating System; Koubaa 2016, Robot Operating System (ROS)—The Complete Reference (Volume 1).} It is similar to AUTOSAR AP in its scope and overall approach. ROS applications are divided into components called nodes. ROS provides a hardware abstraction layer and libraries that bundle common functionality. This allows ROS nodes to execute on a wide range of hardware platforms. Despite its name, ROS is not an operating system and assumes to run on top of a Unix-like OS, possibly with real-time capabilities.

Similar to AUTOSAR AP, ROS relies on a middleware to orchestrate the communication between nodes. While the initial version of ROS provided a custom middleware, ROS 2 instead builds on the DDS standard.\footnote{Macenski et al. 2022, Robot Operating System 2: Design, Architecture, and Uses in the Wild; OMG 2015, Data Distribution Service.} DDS implements a publish/subscribe protocol. Consequently, ROS nodes communicate via topics that they may publish or subscribe to.

Also similar to AUTOSAR AP, ROS inherits the problems of its underlying models. Concurrency within a node is expressed using plain threads or tasks, and the interaction of multiple nodes via publish/subscribe is nondeterministic (cf. Sections 2.3.2 and 2.3.3). In a reasonably complex system, this can easily lead to situations where components are in an inconsistent state.\footnote{Bateni, Lohstroh, et al. 2023, Risk and Mitigation of Nondeterminism in Distributed Cyber-Physical Systems.}
which could have fatal consequences. While the ROS framework and middleware provide a lot of flexibility, the application designers are responsible for building reliable distributed software without the appropriate tools.

### 2.10 Discussion and Conclusion

This chapter surveyed a wide range of MoCs, all of which are actively being used for CPS design, both in research and industry. However, the discussion of problems and limitations also showed that all existing models have their pitfalls. Commonly, a MoC is well-suited only for a particular use case, e.g., for safety-critical systems with limited complexity or for large-scale distributed systems with only light safety requirements.

Reconsider the challenges discussed in Section 1.2. We inferred that the ideal MoC for CPS design should be concurrent, deterministic, reactive, scalable, and timed. All the MoCs discussed in this chapter allow for expressing concurrent computation. Figure 2.20 summarizes the findings of this chapter by characterizing each of the surveyed MoCs regarding the remaining four desired properties.

![Figure 2.20: Overview of MoCs and frameworks for cyber-physical systems. (Repeated from Figure 1.2)](image)

#### 2.10.1 Discussion

Obviously, threads are a particularly bad choice. They are not deterministic, do not offer a notion of time, cannot easily be scaled to distributed systems, and by themselves do not offer support for reactive behavior. Yet, modern CPS frameworks like ROS and AUTOSAR AP assume a thread-based programming model for implementing nodes and SWCs. While we can make an effort to “fix” threads, e.g., by appealing to the programmer’s discipline and by providing libraries that add a notion of time or support for reactive programming patterns, a MoC that does not need to be fixed would serve as a much more solid foundation for CPS design.

Hewitt actors alleviate the pitfalls of threads regarding low-level data races, and the message passing paradigm allows for scaling transparently from...
local execution with a few parallel cores up to massively parallel distributed systems. Hewitt actors are reactive in nature and have been proven effective in practice for modeling large-scale concurrent software. However, they have not been designed for CPS use cases. Hewitt actors neither provide a notion of time nor can they guarantee determinism. The same applies to related models like SoA, publish/subscribe, and DDF.

SDF, KPN, and task graphs are closely related to Hewitt actors but use more restrictive rules on how actors communicate and execute behavior. These restrictions allow for guaranteeing a deterministic execution, but come at the expense of reactivity. Such models are particularly useful for developing streaming applications, e.g., the processing of video frames, but are not generally applicable to CPS design due to their lack of reactivity. Also, dataflow models do not expose a notion of time.

In the category of timed models, various forms of real-time task models are the most prominent representatives. Real-time task models have a long history in safety-critical and time-sensitive applications. However, tasks are closely related to threads, and two tasks that share access to a common resource are subject to low-level data races. Hence, the task model is nondeterministic. Periodic task models commonly use a static schedule, but sporadic task models are more reactive in nature. There are various variants that allow for expressing adaptivity or parallelism within tasks. However, the model cannot easily scale to distributed execution.

LET provides a deterministic variant of the general task model. LET tasks orchestrate reads and writes on a logical timeline. This makes the execution deterministic, as the data paths solely depend on this logical ordering. Although it has been demonstrated that the model can be applied to distributed execution, Figure 2.20 characterizes LET as non-scalable. This is because the task model does not provide a convenient abstraction for composing large-scale systems. There is no notion of components or hierarchy that supports organizing an application. Also, the LET model is commonly limited to periodic tasks, which makes it non-reactive.

Finally, the synchronous reactive model also has a strong notion of logical time at its core. It assumes that computation is logically instantaneous and is both deterministic and reactive. However, the paradigm cannot easily be applied to general-purpose languages. Typically, behavior is defined on a fine-grained level, which hinders scalability. Most compilers for synchronous languages generate sequential programs, and exploiting parallel hardware or even enabling distributed execution is challenging. The sparse synchronous model integrates a physical notion of time and allows for expressing computation that is not logically instantaneous. In principle, this could allow for a more scalable approach, but this hasn’t been demonstrated yet.

The background color of each cell in Figure 2.20 indicates how many of the properties concurrent, deterministic, reactive, scalable, and timed are fulfilled in this position. It is evident that the dark gray box is empty, and no model provides all the desired properties. Moreover, most of the neighboring cells, which fulfill three out of four properties, are empty. Only the synchronous reactive and sparse synchronous models come close to providing the ideal model for CPS design, but they are challenging to scale up and do not provide much flexibility.

The overview of concurrent MoCs given in this chapter is far from complete. The literature on concurrent MoCs is rich and describes more models than can possibly be described in a single chapter. Therefore, this chapter primarily focuses on models that are commonly used for expressing concurrent executable programs, in particular in the domain of CPS design.
There are also a range of popular but more abstract models that are often used for reasoning about certain aspects of concurrent computation but less commonly for describing actual executable behavior. This includes State-charts,\textsuperscript{168} Petri nets,\textsuperscript{169} and various process calculi like the $\pi$-calculus\textsuperscript{170} and communicating sequential processes.\textsuperscript{171}

2.10.2 Conclusion

The discussion in this chapter and the summary in Figure 2.20 highlight a semantic gap. Since there is no model that combines all properties, application designers need to carefully choose a MoC based on the requirements of a specific use case. If the application needs to be reactive and scaled to a relatively large system, then currently the only suitable option are the Hewitt actor model and similar models. This is why AUTOSAR AP and ROS adopt the SoA and publish/subscribe paradigms. However, this comes at the cost of introducing nondeterminism and, hence, compromising predictability, testability, and ultimately safety.

This thesis argues that the gap can be bridged by utilizing a novel MoC that combines aspects of various MoCs discussed in this chapter. The next chapter introduces such a new MoC.

\textsuperscript{168} Harel 1987, \textit{Statecharts: a Visual Formalism for Complex Systems}.


\textsuperscript{170} Milner 1999, \textit{Communicating and Mobile Systems: the Pi Calculus}.

The reactor model is a novel MoC proposed by Lohstroh, Romeo, et al. It combines various aspects of other MoCs to fill the gap identified in Sections 1.3 and 2.10. Intuitively, we can describe reactors as deterministic actors with a discrete event execution semantics and explicitly declared ports and connections. A logical timeline is used to order events and ensure a deterministic execution.

The reactor model is reactive, ensures deterministic execution, has a well-defined notion of time, and can be scaled to a high number of parallel threads or executed on distributed systems. This chapter introduces the reactor model in detail (Section 3.1) and gives several examples to provide an intuitive understanding of how reactor programs execute (Section 3.2). Chapter 4 provides more insight on the timed semantics of reactors, and Chapter 5 focuses on scalability.

This chapter further introduces a full implementation of the reactor model in C++ and presents the DEAR framework, which integrates the reactor model with AUTOSAR AP (Section 3.3). Based on this integration, Section 3.4 analyzes an industrial use case implemented in AUTOSAR AP, illustrates how the application exposes nondeterminism, and shows how a reactor implantation can be realized to achieve a deterministic implementation.

### 3.1 The Reactor Model

This section provides an informal introduction to the reactor model and discusses examples based on a visual syntax. Chapter 4 further introduces a textual syntax for reactor programs. For a formal introduction of the reactor model, the interested reader may refer to Lohstroh, Romeo, et al. Rossel et al. also provide a formalization of the core reactor semantics in Lean and a proof of determinism.

The reactor model builds on the principles of some well-established paradigms (cf. Chapter 2). In particular, it combines the notion of concurrency and reactive execution semantics of Hewitt actors with explicitly declared connections, similar to the ones found in dataflow models, a clear notion of simultaneity, as it is found in synchronous languages, and a logical notion of time, similar to those found in discrete event modeling. Time is a first-order citizen in the reactor model. This includes a well-defined notion of logical and physical time as well as relations between the two.

Some examples, figures, and arguments presented in this section were published before in Menard, Lohstroh, et al. 2023, High-Performance Deterministic Concurrency Using Lingua Franca.

#### 3.1.1 Reactor Elements

Similar to actors in the actor model, a reactor is the universal building block in the reactor model. Each reactor is defined by the composition of its contained elements. Figure 3.1 gives a legend of the visual representation for reactor elements that we use throughout the thesis, and an example reactor is shown in Figure 3.2. The following lists and discusses all reactor elements:
Reactors may contain other reactors.

Reactions implement the behavior of a reactor. They are executable building blocks that are comparable to functions in general-purpose programming languages. However, unlike functions, reactions cannot be called directly. Instead, they are triggered by certain events and, thus, react to these events.

State variables allow a reactor to encapsulate state (similar to Hewitt actors or classes in object-oriented languages). Reactions have full read and write access to all state variables in their reactor.

Timers are triggers that produce events at fixed, periodic intervals.

Logical actions are triggers that can be scheduled by reactions to create new future events.

Physical actions are similar to logical actions, but they may be used to schedule events asynchronously from a context outside the reactor program. This is a key mechanism for handling nondeterministic inputs to the program.

Startup and shutdown triggers are special event sources. Startup produces an event when the program starts, and shutdown produces an event right before the program terminates.

Ports are a reactor’s interface to the surrounding context. A reactor may send events to other reactors by setting its output ports, and it may receive events from other reactors via its input ports.

Connections connect one upstream port to one or multiple downstream ports within the scope of the reactor containing the connection.

Dependencies and antideendencies declare the triggers, sources and potential effect of reactions. Triggers are all event sources (i.e., ports, timers, and actions) that trigger the execution of the reaction. Sources are additional ports and actions that a reaction may read from when executing, but that do not trigger the reaction. Both sources and triggers are dependencies of the reaction. The set of antideendencies includes all ports and actions that a reaction may have an effect on (i.e., by setting a port or scheduling an action).

Mutations are similar to reactions, but they are allowed to modify the containing reactor and its elements. While mutations are part of the reactor model, at the moment of this writing, there is no complete implementation of mutations.

### 3.1.2 Logical and Physical Time

While, in principle, other choices are possible, we will assume that reactors use a super-dense time and define the set of tags as $\mathbb{G} = \mathbb{N}^2$. The set of timestamps is the set of natural numbers representing the number of nanoseconds since the Unix epoch $\mathbb{T} = \mathbb{N}$. 

![Figure 3.1: Visual representation of reactor components.](image1)

![Figure 3.2: An example reactor.](image2)
All events have an associated tag $g \in G$ that is used to order events on a logical timeline. Events with identical tags are logically simultaneous. Similar to synchronous and functional-reactive languages, all computation is logically instantaneous, i.e., no logical time passes while a reaction executes. Thus, all events that a reaction produces on its output ports have the same tag as the events that triggered the reaction. Relaying events via connections is also logically instantaneous.

The initial tag $g_0$ is determined when the program starts. It is set to $g_0 = (T_0, 0)$, where $T_0 \in T$ is the current reading of physical time when the program starts. All startup triggers produce one event with the tag $g_0$.

Timers are defined by a period $p \in \mathbb{N}$ and an offset $o \in \mathbb{N}$. They automatically produce a series of events with tags $g_{t,n} = (T(g_0) + o + p \cdot n, 0) \forall n \in \mathbb{N}$. If the interval is zero, then only one event at tag $g_t = (T(g_0) + o, 0)$ is produced.

Actions provide a mechanism for reactions to schedule new events with a tag strictly greater than the tag at which the reaction is triggered. Logical actions schedule events with a delay $d \in \mathbb{N}$ relative to the current tag $g = (t, m)$. The tag of the new event is defined by the tag delay function $\mathcal{D} : G \times \mathbb{N} \rightarrow G$ that is given by

$$\mathcal{D}(t, m, d) = \begin{cases} (t, m + 1) & \text{for } d = 0 \\ (t + d, 0) & \text{for } d > 0. \end{cases}$$

Since a delay of 0 increments the microstep of the tag, it is commonly referred to as a microstep delay.

Physical actions schedule events with a delay $d \in \mathbb{N}$ relative to the current reading of physical time $T \in T$. The tag of the resulting event is defined by the function $\mathcal{P} : T \times \mathbb{N} \rightarrow G$ that is given by:

$$\mathcal{P}(T, d) = \begin{cases} (T, 0) & \text{for } d = 0 \\ \mathcal{D}(T, 0, d) & \text{for } d > 0. \end{cases}$$

Since the assignment of tags to events created via physical actions, does not depend on the current state of the reactor program, i.e., the current tag, they can be scheduled asynchronously from contexts outside of the reactor program, like an interrupt handler or an external thread. The assignment of tags via physical actions is nondeterministic, but once tags are assigned, events are processed in tag order.

Section 4.4 discusses logical and physical time and the relations between the two timelines in more detail.

### 3.1.3 Concurrency and Parallelism

The use of statically declared ports, connections, and reaction dependencies distinguishes reactors from more dynamic models like actors or other asynchronous message-passing frameworks where communication is purely based on addresses. The fixed topology of reactors provides two key advantages. First, it achieves a separation of concerns between the functionality of components and their composition. Second, it makes explicit at the interface level what dependencies exist between components. As a consequence, a dependency graph can be derived for any composition of reactors.

Reactions denote concurrent computations. The dependency graph organizes reactions into a partial order that captures all scheduling constraints that must be observed to ensure that the execution of concurrent reactions yields
deterministic results. Because this graph is valid irrespective of the contents of the code that executes when reactions are triggered, reactions can be treated as black boxes.

The dependency graph is an acyclic precedence graph (APG). It defines precisely in what order logically simultaneous reactions need to be executed. That is, if any two reactions are enabled at a particular tag and there exists a path in the APG from one to the other, then they must execute in the order given by the path. If no such path exists, then the reactions are independent and may be executed in parallel without introducing data races or deadlocks. This gives a precise definition of when reactions may be executed in parallel without breaking determinism.

Figure 3.3 shows the dependency graph for the example reactor given in Figure 3.2. The solid arrows represent dependencies that arise because one reaction (possibly) sends data to the other via ports and connections. The dashed arrows represent dependencies that arise because the two reactions belong to the same reactor. Analogous to the behaviors of actors, reactions in the same reactor are mutually exclusive. Each reaction has an associated priority that is indicated by the numbers in the reaction labels in Figure 3.2. The priorities define a total order for the execution of reactions within one reactor.

The dependency graph in Figure 3.3 indicates that reactions 1, 2 and 3 of reactor A (labeled "A1", "A2", and "A3") need to be executed in sequence because they are contained in the same reactor. The graph also shows that reaction 2 of reactor D needs to be executed after reaction 2 of reactor B due to a data dependency. However, the graph also denotes which reactions are independent and may be executed in parallel. For instance, reaction 1 of reactor D and reaction 1 of reactor C are independent, and reaction 3 of reactor A is independent of all reactions in C.

Note that actions do not imply a dependency and are thus not represented in the APG. This is because scheduling an action creates a future event with a tag strictly greater than the current tag. This logical delay captures the causal relation between the reaction that schedules an event and the reaction that is triggered by the event. The dependency graph, however, only defines the causal relation of logically simultaneous reactions (i.e., within the same tag). For this reason, the dependency graph needs to be acyclic, as otherwise there would be no well-defined causality. Any dependency cycles in reactor programs can be resolved by introducing a logical action, and thus a logical delay, to break one of the dependencies and moving part of the computation to a later tag.

### 3.1.4 Execution

The execution of reactor programs is governed by a runtime. Most importantly, the runtime includes a scheduler that keeps track of all scheduled future events, controls the advancement of logical time, and invokes any triggered reactions in the order specified by the dependency graph while also exploiting parallelism where possible. Lohstroh, Romeo, et al. sketched a scheduling algorithm for reactor programs, which was later refined. This section presents a variation of this basic algorithm that is adapted to the notation used in this thesis and simplified in some aspects. Section 5.2 discusses an optimized version of this algorithm.

Figure 3.4 gives a high-level overview of the principle scheduling mechanism. The runtime keeps track of the current logical time and manages three queues: the event queue, which stores all future events; the reaction queue, which
stores reactions that are triggered at the current tag; and the ready queue, which holds all reactions that are ready for execution. Reactions within the ready queue are picked up for execution by a pool of parallel worker threads. The runtime provides two procedures, set and schedule, that an executing reaction may use to trigger additional reactions by setting a port or to create future events by scheduling an action.

Listing 3.1 shows the pseudocode implementation of set. The procedure uses a second procedure called recursiveSet to recursively walk along the outgoing connections. For each port that is visited, the procedure writes the value to the port and collects the set of all reactions that have declared this port a trigger. Finally, set inserts the combined set of all triggered reactions into the reaction queue. A global mutex is used to protect against data races in the queue. Since setting ports and relaying messages is logically instantaneous, the reactions are triggered immediately, and the event queue is left unchanged.

Listing 3.1: Pseudocode implementation of the set procedure that may be used by reactions to set the value of an output port and trigger downstream reactions.

The schedule procedure shown in Listing 3.2 allows reactions to schedule future events via actions. The procedure first locks the global mutex to prevent concurrent accesses to the data structures and then determines the tag at which the new event is created, as discussed in Section 3.1.2. Finally, the new event is created and inserted into the event queue. If the event queue already contains an event at the given tag for the given action, then the old event is replaced by the new one.8

The main task of the scheduler is to control the advancement of logical time and to decide when to execute triggered reactions. The next procedure shown in Listing 3.3 implements the core of the scheduler’s functionality. It advances logical time to the tag of the earliest events in the event queue and then processes all reactions triggered by those events as well as all subsequent reactions that may be triggered via ports.

The next procedure first locks the global mutex to protect against concurrent accesses to the event queue. While no reaction is executing at this point,
a concurrent process could still try to schedule a physical action. After obtaining the mutex, the procedure peeks into the event queue to determine the next tag \( g_{next} \). The scheduler will only proceed with executing this event if \( T \geq T(g_{next}) \). This is if the current reading of physical time is greater than or equal to the timestamp of the next tag. Otherwise, the scheduler will wait until physical time has advanced far enough or the event queue is modified by scheduling a physical action from an external context.

We refer to this waiting mechanism as a physical time barrier. It effectively assigns a physical meaning to logical tags, and it allows for the precise scheduling of events with respect to the physical timeline, which is important if reactions have side effects or control actuators that are interacting with the physical world.

On line 12, the current tag is advanced to the next tag, and then the procedure begins with processing the events at the current tag. First, she scheduler clears all values on ports and actions that might have been set during the previous iteration and initializes the reaction queue as well as the set of executing reactions. Then the scheduler extracts all events at the current tag from the event queue (lines 15 and 16) and finally releases the mutex.

Before starting the execution of reactions, the procedure iterates over all events in lines 18 to 22 to initialize the value of all actions that trigger at the current tag and to insert all reactions that are triggered directly by these events into the reaction queue. The execution of reactions starts once the procedure enters the while loop in between lines 24 and 47.

Within the loop, the procedure first cleans up the set of executing reactions and removes any reactions that are done (lines 25 to 28). In the first iteration of the while loop, there are no execution reactions yet, and hence nothing is cleaned up. If there are worker threads available, the scheduler then determines the set of all ready reactions (the ready queue in Figure 3.4). That is the set of all reactions for which all dependencies are met as indicated by the APG. If there are ready reactions, then one is selected and sent to a worker thread for execution (lines 34 to 37).

If there are no ready reactions, then all reactions that are in the reaction queue have unmet dependencies. Therefore, the scheduler waits until one of the worker threads completes executing a reaction (line 40) before trying again. Also, if there are no threads available for executing a reaction, the scheduler waits until one becomes idle (line 43). Finally, the scheduler also needs to wait for worker threads to finish if there are no more reactions in the reaction queue and there are still executing reactions (line 47).

```
1: procedure schedule(action, value, delay)
2:  lock(mutex)
3:  \[ T \leftarrow \text{getPhysicalTime}() \]
4:  \[ g_e \leftarrow (T, 0) \]
5:  \[ \text{if isPhysical}(action) \text{ then} \]
6:  \[ g_e \leftarrow \text{D}(g, \text{delay}) \quad > \text{Calculate tag relative to the current tag g.} \]
7:  \[ e \leftarrow \text{createEvent}(action, value, g_e) \]
8:  \[ e \leftarrow \text{if there is already an event scheduled at tag g, then remove it from the queue} \]
9:  \[ Q_e \leftarrow Q_e \setminus \{e' \in Q_e \mid \text{action} = \text{getAction}(e') \land g_e = \text{getTag}(e')\} \]
10: \[ Q_e \leftarrow Q_e \cup \{e\} \quad > \text{Enqueue the new event.} \]
11: unlock(mutex)
```

Listing 3.2: Pseudocode implementation of the schedule procedure that may be used by reactions to schedule future events on an action.
procedure NEXT()
    LOCK(mutex)
    while true do
       ▷ Synchronize with physical time.
        \[ T \leftarrow \text{getPhysicalTime}() \]
        \[ g_{\text{next}} \leftarrow \text{getTag(peek}(Q_E) \] 
        if \[ T \geq T(g_{\text{next}}) \] then
            break
        else
            \[ \text{UNLOCK(mutex)} \]
            \[ \text{waitUntilTimeOrEventQueueChange}(T(g)) \]
        \[ g \leftarrow g_{\text{next}} \]
        \[ \text{CLEARALL()} \]
        \[ Q_R, E \leftarrow \emptyset, \emptyset \]
        \[ \mathcal{E} \leftarrow \{ e \in Q_E \mid \text{getTag}(e) = g \} \]
        \[ Q_E \leftarrow Q_E \setminus \mathcal{E} \]
        unlock(mutex)
        for all \[ e \in \mathcal{E} \] do
           ▷ Set the value of the action triggered by the event \[ e \].
            \[ \text{writeValue(getAction(e), getValue(e))} \]
            \[ Q_R \leftarrow Q_R \cup \text{getTriggeredReactions(getAction(e))} \]
            \[ \text{executeInThread(r)} \]
        \[ Q_R \cup E \neq \emptyset \]
        for all \[ r \in E \] do
            if \[ \text{isDone}(r) \] then
                \[ E \leftarrow E \setminus \{ r \} \]
            \[ \text{if } Q_R \neq \emptyset \text{ then} \]
                if \[ \text{threadIsAvailable()} \] then
                    \[ \mathcal{R} \leftarrow \text{getReadyReactions}(Q_R, E) \]
                    if \[ \mathcal{R} \neq \emptyset \] then
                        \[ r \leftarrow \text{select}(\mathcal{R}) \]
                        \[ E \leftarrow E \cup \{ r \}; Q_R \leftarrow Q_R \setminus \{ r \} \]
                    else
                        \[ \text{waitUntilThreadBecomesIdle()} \]
                else
                    \[ \text{waitUntilThreadBecomesIdle()} \]
                else
                    if \[ E \neq \emptyset \] then
                        \[ \text{waitUntilThreadBecomesIdle()} \]
        \[ Q_R \cup E = \emptyset \]
    end
\[ \text{unlock(mutex)} \]
Listing 3.3: The main scheduling procedure that advances logical time to the next tag, and then processes all events and triggered reactions at this tag.
Since the reactor model has a discrete event semantics, this scheduling algorithm is closely related to the main event loop used in discrete event simulators like gem5 and SystemC. However, in contrast to most discrete event simulators, the reactor model provides detailed information about dependencies. Leveraging this information, it becomes possible to exploit parallelism without sacrificing determinism or accuracy.

### 3.2 Example Reactor Programs

To provide a better understanding of how reactor programs operate and how the reactor model helps to solve the problems of other related models discussed in Chapter 2, this section discusses selected example programs.

#### 3.2.1 Bank Account

Consider again the bank account examples in Figure 2.6 on Page 16 that illustrate the problem of nondeterminism in actor programs. Using reactors, we can implement these examples deterministically.

Figure 3.5 shows a reactor implementation of the deposit/withdrawal actor example in Figure 2.6a. The program consists of three reactors: UserA, UserB, and Account. Both users have an output port that is connected to the respective input port at Account, allowing the users to send requests to the account. Both users have a reaction that is triggered by a timer. The timer of UserA is configured to produce an event with a tag 1 s after program startup; the timer of UserB is configured to trigger an event 2 s after program startup. The corresponding reactions simply send a deposit or withdrawal request by setting the user's output port. The yellow boxes in Figure 3.5 are an annotation to indicate the reaction behavior, and they do not have a semantic meaning.

The Account reactor defines two reactions, one for each of its inputs. Both reactions will simply try to apply the requested change to the balance, which is stored in a state variable. We will assume that the balance is initialized to zero and that UserA sends a deposit message of 20 credits while UserB sends a withdrawal message of 10 credits.

When executed, the program will wait for 1 s before triggering the timer of UserA and invoking its reaction. The event produced by this reaction will trigger reaction 1 in Account, which is invoked immediately after the first reaction completes. 2 s after program startup, UserB reacts and subsequently triggers reaction 2 of Account. In this example, the deposit event (+20) occurs earlier than the withdrawal event (−10), and hence the reactor execution semantics ensures that the account processes the deposit event before the withdrawal event, meaning the balance will not become negative.

Since reactions and communication via ports are logically instantaneous, we can also introduce a proxy reactor, as shown in Figure 3.6a, without changing the order in which events are processed. Even when we reconfigure the timers to trigger logically simultaneously, meaning that both reactions in Account are triggered at the same tag, the resulting program will be deterministic as the APG ensures that reactions are executed in a well-defined order.

To deliberately change the order in which events occur, a delay can be introduced using a logical action, as shown in Figure 3.6b. Upon receiving an input, reaction 2 of ProxyDelay is triggered, which schedules the logical action with a delay. This creates a new event that, when processed, triggers...
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(a) Adding a proxy reactor. (b) Adding a proxy introducing a logical delay.

Figure 3.6: Variants of the deposit and withdrawal example in Figure 3.5 that use an additional proxy reactor.

reaction 1 of the \texttt{ProxyDelay} reactor, which retrieves the original value from the action and forwards it to the output port. If we assume that a delay of 1 s is used for scheduling the logical action, then the deposit message from \texttt{UserA} will only arrive at \texttt{Account} 3 s after startup. Hence, the deposit message will be processed after the withdrawal message from \texttt{UserB}, causing B’s request to be denied.

In the examples discussed above, we have hard-coded the order in which the users send requests by using timers and, thus, assigned fixed tags to the request events. While using a predefined order is useful for testing and demonstration, reactor programs that are deployed in practice need to be able to handle sporadic asynchronous inputs. Concretely, in the account example, we need to handle asynchronous events that are created when physical users initiate withdrawal or deposit requests.

We can use physical actions as shown in Figure 3.7 to model asynchronous inputs. Since physical actions assign tags based on the current reading of physical time, the order between events scheduled by physical actions is nondeterministic in the sense that it is not defined by the program. However, once those tags are assigned, for example, to deposit or withdrawal requests by a user, the processing of the events is deterministic and occurs in tag order. Hence, the tags assigned to externally initiated events are considered as part of the input, and given this input, the program remains deterministic. This approach draws a clear perimeter around the deterministic and therefore testable program logic while allowing it to interact with sporadic external inputs.

3.2.2 Brake Assistant

Figure 3.8 shows a reactor implementation of the brake assistant example. \texttt{Camera} simply uses a timer to trigger events every 20 ms and send frames to the \texttt{ComputerVision} reactor in reaction to these events. If \texttt{ComputerVision} detects an obstacle, it sends a message to the \texttt{Brake} reactor. Unlike in SDF, it is not obligatory for a reaction to send a message on each of its outputs.

Figure 3.7: Variant of the program in Figure 3.5 that uses physical actions to model user inputs.
The reaction may or may not set any declared output ports. Downstream reactions will only be triggered if the port is actually set.

The brake pedal is modeled using a physical action that is scheduled when the driver hits the pedal. The reaction in BrakePedal simply sets the output port when the physical action triggers. Brake implements two reactions, one for each input port, but both actuate the physical brake as soon as they are executed.

In contrast to more restrictive deterministic models, the reactor model allows for easily expressing both regular behavior in fixed intervals (i.e., the processing of camera frames) and reactions to sporadic inputs (i.e., the brake pedal). However, there are some subtleties that need to be considered when reasoning about the execution of this program, which we will discuss in Chapter 6.

### 3.3 Integrating Reactors with Adaptive AUTOSAR

In order to demonstrate the usefulness of the reactor model for industrial CPS use-cases, this section introduces a first C++ implementation of the reactor model called DEAR. The DEAR framework implements a C++ reactor runtime and provides integrations for AUTOSAR AP. The framework is designed to achieve deterministic execution of distributed programs in AP. This section introduces the DEAR framework in more detail.

The DEAR framework consists of a C++ implementation of the reactor model, as well as libraries for translating between reactor communication and the service interfaces of AP. The framework provides type-safe mechanisms for the definition of reactors with ports, actions and reactions. This also includes mechanisms for composing reactors to form deterministic programs, as well as a simple implementation of the scheduling algorithm discussed in Section 3.1.4.10

The reactor implementation establishes a foundation for the design and execution of individual deterministic SWCs. However, in order to build useful programs, we also need to establish a mechanism for deterministic communication between SWCs and for coordinating execution. The discussion in the remainder of this section focuses on this coordination aspect.

This section presents material that was previously published in Menard, Goens, Lohstroh, et al. 2020, Achieving Determinism in Adaptive AUTOSAR.

#### 3.3.1 Transactors

Service interfaces are the main abstraction used for communication in AUTOSAR AP.11 Recall Figure 2.18 on Page 35, which visualizes the communication mechanism. Server and Client communicate through service skeletons

---

9: Menard 2023, DEAR: Discrete Events for Adaptive AUTOSAR.
10: The initial implementation of the reactor model in the DEAR framework was significantly extended and optimized later. It became a standalone library called reactor-cpp, which is discussed in more depth in Sections 4.7.1 and 5.2.
11: AUTOSAR 2022g, Specification of Communication Management.
and proxies that are code-generated. The actual communication is implemented transparently on top of a middleware like SOME/IP.

To enable composition of deterministic applications from deterministic SWCs, we need a mechanism for transporting tagged messages. This is challenging since the standard for AUTOSAR AP explicitly specifies the interface that SWCs use for communication.\(^\text{12}\) Exposing reactor ports directly to the interface of SWCs would break compatibility with the standard. We can work around this by introducing transactors that translate between the service-oriented interfaces of SWCs and the event-based input and output ports of reactors.

![Figure 3.9](image.png)

**Figure 3.9**: The transactors implemented in the DEAR framework provide a reactor interface for interacting with the events and methods of AUTOSAR services.

The DEAR framework provides four distinct transactors that are shown in Figure 3.9. Each transactor is implemented as a reactor and enables other reactors that interact with the transactor via ports and connections to send or receive messages through regular AUTOSAR service interfaces.

The **client method transactor** allows clients to interact with a given service method. It holds a reference to a service proxy object. When receiving a message on the request port, the proxy method transactor forwards this message via SOME/IP to the service by calling the corresponding method on the proxy object. When the service returns the response, an internal callback schedules the physical action. The reaction that is triggered by the physical action determines the correct tag at which the response should be inserted into the local event queue. It then schedules the logical action precisely at this tag. Finally, the reaction triggered by the logical action forwards the response to the response port. From there on, other reactors that implement the client logic can handle the response.

Similarly, the **server method transactor** allows servers to interact with a given service method. It holds a reference to an implementation of the service skeleton. When a client invokes a method, the server receives a request via SOME/IP, which is handled by a callback in the skeleton. Analogous to responses in the proxy method transactor, this callback schedules the physical action. Then the request is scheduled at the correct tag and finally forwarded via the request port to a reactor implementing the server logic. When the external reactor returns the response on the response port, the triggered reaction forwards the response to the client via SOME/IP using the skeleton object.

A similar pair of transactors exists for service events.\(^\text{13}\) Events are a one-way communication mechanism. They allow a server to send data to clients.

\(^\text{12}\): AUTOSAR 2022b, *Explanation of ara::com API.*

\(^\text{13}\): This refers to the concept of events in AUTOSAR service interfaces, which is not to be confused with events in reactors or discrete events in general.
The transactor implementation for events is equivalent to the handling of responses in the method transactors.

Since service fields in AP are composed of a get-method, a set-method and an event, interaction with fields requires the use of one event and two method transactors. Given a service interface, the transactors required for interacting via this particular interface can be automatically generated. This establishes a well-defined reactor interface for any given service interface.

### 3.3.2 Distributed Execution

Since SWCs in AUTOSAR AP are implemented as separate processes that might run on distributed computers connected over a network, a mechanism for coordinating the distributed execution of multiple reactor programs is required. For this, we can leverage the *safe-to-process* analysis known from Programming Temporally Integrated Distributed Embedded Systems (PTIDES)\(^\text{14}\) or Google Spanner.\(^\text{15}\)

The PTIDES approach makes three key assumptions. First, it assumes that we know the WCET \(w\) for each unit of computation. In the case of the reactor model, these are the reaction bodies. Second, PTIDES assumes that distributed components have synchronized physical clocks with a bounded clock synchronization error \(c\), which is the case in AP.\(^\text{16}\) Finally, it assumes that network communication has a bounded latency \(l\).

Based on these assumptions, we can infer that if a reaction sends a message at tag \(g = (t, m)\), then this message will arrive at the receiver no later than the physical time point \(T = t + w + l + c\) according to the receiver’s physical clock. After the time point \(T\), no message with a timestamp greater than \(t\) can arrive at the receiver if the assumptions are correct. Consequently, a message that arrives later than at \(t + w + l + c\) indicates a violation of the assumptions. Such a violation, however, can be easily detected at runtime and handled by the application in compliance with its safety requirements.

To preserve determinism and the reactor semantics, the runtime needs to make sure that all events are processed in tag order. Before processing an event with tag \(g\), the runtime needs to determine that no unprocessed event with a tag less than \(g\) exists or can still arrive. In local execution, this is trivial as there is only a single event queue to be checked. However, in distributed execution there are multiple event queues, and a node has no direct access to the queues in other nodes. Therefore, we need to carefully consider when it is safe to process an event. Based on PTIDES, we can infer that at physical time \(T = t + w + l + c\) no event with a timestamp less than \(t\) can arrive. Thus, at physical time \(t + w + l + c\) it is safe to process any events with a tag up to \(g = (t, m)\).

The methodology of PTIDES also considers logical delays and the precise dependencies between individual components. Using PTIDES, we can calculate precise safe-to-process offsets for any point in the system. However, the DEAR framework only considers a special case of PTIDES. If we require that sending a message over the network also imposes a logical delay \(d\) of precisely \(d = w + l + c\), then any event with tag \(g = (t, 0)\) becomes safe to process at physical time \(T \geq t - d + w + l + c = t\). Therefore, with this additional constraint, it becomes sufficient to rely on the fact that the reactor runtime will not process events before the current physical time exceeds the timestamp of the event.

Figure 3.10 visualizes both the logical and physical delays imposed by sending a message over the network in DEAR. In this special case of PTIDES, the

---


\(^{15}\) Corbett et al. 2013, *Spanner: Google’s Globally Distributed Database*.

\(^{16}\) AUTOSAR 2022, *Specification of Time Synchronization*. 
safe-to-process offset is always zero, and the logical delay accounts for the worst-case physical delay between sender and receiver. This approach is equivalent to the one taken by system-level LET. However, as Section 4.5 discusses, there are more general approaches to coordinating distributed reactor execution.

![Figure 3.10](image)

**Figure 3.10:** The logical and physical delay imposed by sending a message over the network in DEAR.

### 3.3.3 Implementation

Implementing reactor communication on top of AUTOSAR AP requires a mechanism for exchanging tagged messages between SWCs. However, implementing such a mechanism is challenging as AP does not provide any support for associating metadata like tags with service method invocations or event notifications. This, however, is required for the transmission of tagged messages between SWCs.

DEAR includes a minor modification of the library that binds to the SOME/IP middleware. This modification introduces a bypass that can be used optionally to append tags to outgoing messages and to retrieve tags from incoming messages if available. This modification is not in violation of the standard. It can be seen as the introduction of a new third-party middleware that extends over SOME/IP by allowing the transmission of tagged messages. While the transactors use the regular AUTOSAR AP service proxies and skeletons, for each event notification or method call, they store the corresponding tag such that it can be picked up by the modified SOME/IP middleware before transmitting the payload over the network.

![Figure 3.11](image)

**Figure 3.11:** Integration of reactors in AUTOSAR AP using the DEAR framework. Special reactors (transactors) translate between the reactor implementation of the SWC logic and the service interface that the SWC exposes to its environment.

The entire process of transmitting tagged messages between SWCs in DEAR is illustrated in Figure 3.11. The sequence starts with a client that invokes a service method call on a remote service. In the reactor implementation, this corresponds to producing an event with tag $g_C = (t_C, 0)$ on the output port connected to the request input port of the client method transactor (1). The client method transactor has a configurable delay $d_C = w_C$ that compensates for the WCET of the sending reaction. A reaction of the transactor handles the request by sending the timestamp $t_C + d_C$ to the timestamp bypass (2) and invoking the actual method call on the service proxy object (3). Thereby, it forwards the data associated with the incoming event as method arguments. The service proxy calls the SOME/IP binding (4) to prepare a network message. The modified binding retrieves $t_C + d_C$ from the timestamp bypass (5)


18: For the sake of simplicity we will assume that all tags have a microstep of zero. In principle, also non-zero microsteps can be handled by this mechanism.
and attaches it to the SOME/IP message, which it then sends over the network to the server (6).

Upon receiving the network message on the server side, the modified SOME/IP binding retrieves $t_C + d_C$ from the message and sends it to the local timestamp bypass (7) before invoking the corresponding method call on the service skeleton (8). This invokes a callback of the server method transactor (9), which schedules a physical action to notify the reactor runtime of the external event (cf. Figure 3.9). The reaction triggered by this physical action retrieves $t_C + d_C$ from the timestamp bypass (10) and schedules the logical action with tag $(t_C + d_C + l + c, 0)$, accounting for the worst-case network latency $l$ as well as the maximum clock skew $c$ between platforms. The reaction to this action produces an event on the output port that forwards the method arguments to the reactor that implements the server logic (11). The server logic then reacts to this event.

The server eventually sends a response by producing an event with the tag $g_S = (t_S, 0)$ with $t_S \geq t_C + d_C + l + c$ on the output port connected to the input port of the service method transactor (12). The transactor has a configurable delay $d_S$ that compensates for the server’s WCET $w_S$. The reaction in the transactor that processes the response sends the timestamp $t_S + d_S$ to the timestamp bypass (13) and returns the data associated with the event to the service skeleton (14). The service skeleton calls the SOME/IP binding (15) to create a response message. The binding retrieves $t_S + d_S$ from the timestamp bypass (16) and attaches it to the outgoing message, which it then sends over the network to the client (17).

The client SOME/IP binding retrieves $t_S + d_S$ from the message and sends it to the timestamp bypass (18) while forwarding the return value to the service proxy (19). This invokes a callback in the client method transactor (20), which schedules the internal physical action. The reaction triggered by this physical action retrieves $t_S + d_S$ from the timestamp bypass (21) and schedules the logical action with tag $(t_S + d_S + l + c, 0)$ to account again for transmission latency and clock synchronization error. Finally, the reaction to this action produces an event on the output port of the transactor (22).

While the DEAR framework enables transparent, deterministic composition of reactor-based SWCs, it also supports composing reactor-based SWCs with regular service implementations that do not communicate via tagged messages. The default behavior of the DEAR transactors is to fail when receiving messages without an associated timestamp, but they can also be configured to tag received messages with the physical time at which they were received. This approach treats the arrival of untagged messages the same way reactors deal with the arrival of sporadic sensor readings. This essentially provides backward compatibility with existing service implementations and adds the ability to gradually introduce reactor-based SWCs into an existing code base.

### 3.4 Case Study: The Adaptive Platform Demonstrator

Building on the DEAR framework, this section analyzes a concrete automotive application and demonstrates how reactors can be utilized to achieve determinism in AUTOSAR AP. The results presented in this section were published before in Menard, Goens, Lohstroh, et al. 2020, *Achieving Determinism in Adaptive AUTOSAR*. 
3.4.1 Nondeterministic Emergency Brake Assistant

AUTOSAR provides the Adaptive Platform Demonstrator (APD), which is an example implementation of the specification for AUTOSAR AP. It provides a set of demonstrator applications, where the most realistic and advanced application is the emergency brake assistant (EBA) shown in Figure 3.12. Unlike what may be expected of a safety-critical application, the brake assistant exhibits nondeterminism that could potentially have fatal consequences. While this demonstrator application is not designed for deployment in the real world, it illuminates the presence of uncontrollable and safety-undermining nondeterminism in AP.

The brake assistant consists of a pipeline of five SWCs, distributed across two platforms. Video Provider captures video frames and sends one approximately every 50 ms (via a proprietary protocol) to Video Adapter, which is running on the second platform. The communication along the remainder of the component chain occurs through AP service interfaces via the SOME/IP middleware. Event notifications are used to transfer data from one SWC to the next, and the corresponding event handler stores the data in a one-slot input buffer.

Each SWC configures a periodic callback so that the OS triggers the SWC logic every 50 ms. At each invocation, each component reads the current data item from its input buffer, performs some computation, and then communicates the result via an event.

For each frame that Preprocessing receives from Video Adapter, it computes a bounding box demarcating the current travel lane. Computer Vision receives from Preprocessing both the lane information as well as the original frame and uses them to detect vehicles in the lane and estimate their distance. It forwards the list of detected vehicles to the EBA component, which in turn decides whether an emergency brake maneuver is required.

The logic of each component processes the last data written to its one-slot input buffer. If there is no data, the SWCs silently stop computation and wait for the next periodic trigger to occur. This introduces nondeterminism as data could get overwritten before it is read by a downstream component, causing entire frames to be dropped. Moreover, since the Computer Vision component reads not one but two inputs, this can lead to misalignment between the video frames and the lane information. We instrumented the brake assistant code to detect and report frame loss and misalignment. Execution on an evaluation platform, consisting of two MinnowBoard Turbot boards connected via an Ethernet switch, confirmed that the described errors indeed occur in a real-world setting. The boards are equipped with an Intel Atom E3845 Quad-Core processor and are officially supported by the APD.

A series of experiments was conducted to analyze the prevalence of the described errors. Each instance of the experiment executes the brake assistant and processes a total of 100,000 frames while counting dropped input values and misalignment between different inputs of the same component. Figure 3.13 plots the obtained results for a total of 20 experiment instances. Each bar in the figure shows the error prevalence for one instance of the experiment. The results are ordered by error rate for better visibility. This order does not correspond to the order in which results were obtained.
The error rate varies significantly between experiments. In the best case, the observed error rate is 0.018% and in the worst case, the error rate is 22.25%. The average error rate across all 20 experiments is 5.60%.

Not only the overall error rate varies, but also the composition error types. In most experiments, frame dropping at Computer Vision is dominant, but for some experiments, dropped vehicles at EBA or dropped frames at Preprocessing dominate. This underlines the difficulty of assessing the performance and correctness of the brake assistant. The error rate is strongly influenced by the offset between the individual periodic callbacks of the SWCs, which depends on when the SWCs are started and is difficult to control.

In conclusion, the emergency brake assistant as implemented in the APD exposes errors due to nondeterminism that could potentially have fatal consequences. While a certain error rate might be acceptable for some applications, the presented experiments also highlight that the error rate itself is nondeterministic and influenced by parameters that are not part of the actual application design.

### 3.4.2 Deterministic Emergency Brake Assistant using Reactors

DEAR allows us to easily transform the brake assistant application into a deterministic reactor implementation. Since the original implementation separates computational logic from the communication mechanism, transformation requires only a few code changes. We encapsulate the logic of each SWC in a reactor that has one reaction to process incoming events. This reaction calls the original logic to process the data associated with the incoming event and produces an output event. The overall application is shown in Figure 3.14.

In order to support the transmission of tagged messages between SWCs, each reactor binds to the service interfaces of the SWC using the DEAR transactors. As described in Sections 3.3.2 and 3.3.3, a carefully chosen logical delay applied by the sending transactor ensures that messages are not sent at a physical time equal to or less than the message’s timestamp. The receiving transactor further accounts for the physical delay of message transmission and ensures that incoming messages are only processed when it is safe to do so.

Since Computer Vision has two inputs, the reaction that calls the computer vision logic expects to receive two logically simultaneous messages. If only one input is present, this is considered an error. Video Adapter has no well-defined input. It sporadically receives frames over the network sent by the camera. As the timing of the camera in this demonstrator application cannot
be controlled, we implement VideoAdapter as a sensor that inserts frames into the reactor network with a tag equal to the physical time of message reception. Once the incoming frame is tagged, subsequent reactions are carried out in a deterministic order.

To achieve correct execution, it is important to carefully consider the physical delays imposed by the computations of each SWC and by the transport of messages between SWCs. Only if the delays associated with each SWC account for its WCET and if the specified maximum communication latency and the synchronization error are accurate, deterministic execution can be guaranteed. We use the values given in Table 3.1 for the deterministic EBA implementation. Since, in this application, all SWCs are deployed on the same platform, there is no clock synchronization error to account for. Note that these numbers are estimated upper bounds. More precise values can be obtained from WCET analysis.20

With this implementation, we achieve correct and deterministic execution on the MinnowBoard platform. Moreover, the timed semantics of reactors facilitates reasoning about the worst-case end-to-end latency between receiving a frame and producing an output brake signal.

---

<table>
<thead>
<tr>
<th>name</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video Adapter WCET</td>
<td>$d_{VA}$</td>
<td>5 ms</td>
</tr>
<tr>
<td>Preprocessing WCET</td>
<td>$d_{P}$</td>
<td>25 ms</td>
</tr>
<tr>
<td>Computer Vision WCET</td>
<td>$d_{CV}$</td>
<td>25 ms</td>
</tr>
<tr>
<td>EBA WCET</td>
<td>$d_{EBA}$</td>
<td>5 ms</td>
</tr>
<tr>
<td>communication latency</td>
<td>$l$</td>
<td>5 ms</td>
</tr>
<tr>
<td>clock synchronization error</td>
<td>$c$</td>
<td>0 ms</td>
</tr>
</tbody>
</table>

These benefits come at the cost of an extra physical time delay, as each SWC has to account for worst-case computation and communication delays. This, however, is not a necessity. For certain applications, it is acceptable to deliberately introduce the possibility of sporadic errors by using delays lower than the actual WCET. Independent of how computation and communication delays are chosen, the reactor semantics guarantees determinism as long as the assumptions hold and translates any violation of one of the assumptions directly into observable errors.

In contrast to the original brake assistant implementation, which has nondeterministic error rates, the trade-off between end-to-end latency and error rate becomes apparent in the reactor implementation. Figure 3.15 shows results from an exemplary measurement on the ComputerVision component. The plot shows the correlation between the delay $d_{CV}$ chosen for ComputerVision and the resulting error rate. This suggests, for example, that if the application can tolerate an error rate of about 2%, then we could choose a much smaller delay of about $d_{CV} = 12$ ms. This trade-off between availability (or latency) and consistency (or error rate), is qualified in the CAL theorem (cf. Section 4.5.4).  

### 3.5 Conclusion

This chapter introduced the reactor MoC, which combines principles known from other models like discrete events, actors, and synchronous languages to achieve deterministic concurrency. The chapter further demonstrated the usefulness of the reactor model for the development of CPS applications. Concretely, we introduced a C++ implementation of the reactor model as well as the DEAR framework, which facilitates the development of distributed deterministic applications on top of AUTOSAR AP. Based on the Adaptive Platform Demonstrator, we have shown that AP applications are inherently susceptible to nondeterminism and illustrated how the same application can be realized deterministically with reactors while maintaining standard compatibility.

The results presented in this chapter were published in Menard, Goens, Lohstroh, et al. 2020, *Achieving Determinism in Adaptive AUTOSAR*. Next to a C-based implementation for embedded devices, the presented C++ runtime is one of the first published implementations of the reactor model. The case study based on the APD is the first published demonstration of the applicability of the reactor model to industrial use cases.


Figure 3.15: The trade-off between $d_{CV}$ and the resulting error rate.
The previous chapter introduced the DEAR framework, which comprises a C++ implementation of the reactor model. While this implementation facilitates the definition and execution of reactor programs, applications using DEAR are written in plain C++. However, C++ is an expressive general-purpose language, and programmers may easily introduce constructs that conflict with reactor semantics. Thus, to build correct programs, programmers need to be aware of the reactor semantics and disciplined to avoid accidental violations. Such violations could be (unprotected) interactions with concurrent threads, accessing global shared state, directly accessing the state of other reactors, or accessing ports and actions that have not been declared as a dependency of a reaction.

If programmers do not fully understand the semantics of the underlying MoC, they are tempted to take shortcuts and break out of the model to achieve certain goals, which can undermine the benefits of using the model. This was shown, for instance, in a comprehensive study of programs using Scala actors.¹

Relying on programmers’ discipline is a common practice in the industry. The automotive industry, for instance, has introduced standardized guidelines for C and C++ programming to improve the reliability of automotive software.² However, a better approach is to utilize languages that provide stricter guarantees and where certain properties can be statically checked by the compiler. Rust, for instance, eliminates the memory safety issues that are ubiquitous in C/C++ by utilizing *ownership types*³ to allow the compiler to reason about a program’s memory accesses and to guarantee correctness.⁴

For this reason, Rust is becoming increasingly popular in the fields of embedded systems, operating systems, and safety-critical systems, which have been mostly dominated by C/C++ in the past.

In order to provide a language that allows the specification of deterministic concurrent software, we created the coordination language Lingua Franca (LF). Lingua Franca builds on the principles of the reactor model and implements a correct-by-construction approach. The LF compiler ensures the correctness of given programs and, to the extent possible, that there are no accidental or deliberate violations of the reactor semantics. Thus, LF can provide better guarantees on the correctness of a program than a plain C++ implementation using the DEAR framework or a similar implementation of reactors. In addition, more convenience features and utilities can be provided on the level of a domain-specific language.

This chapter introduces Lingua Franca and gives a broad overview of the language, the tooling, and the research conducted. Lingua Franca is a largely collaborative effort with many contributors. Most ideas and concepts cannot be attributed to a single person. The author of this thesis contributed the C++ target to Lingua Franca and made significant contributions to the development of Lingua Franca as a whole. Therefore, this chapter aims to give a complete overview of Lingua Franca with a focus on the specifics of the C++ target.

Multiple publications exist that discuss various aspects of the Lingua Franca language. Some of the examples and discussions presented in this chapter were previously published. This includes:

1: Tasharofi, Dinges, and Johnson 2013, Why Do Scala Developers Mix the Actor Model with other Concurrency Models?


4: Klabnik and Nichols 2022, The Rust Programming Language.
4.1 Polyglot Coordination

Lingua Franca is a polyglot coordination language that is not intended to be a general-purpose programming language. Therefore, the syntax of LF focuses on describing the structure of reactor programs and does not provide mechanisms for describing the business logic of reactors. Implementation of the logic is delegated to one of the available target languages. At the moment of this writing, LF supports C, C++, Rust, Python and TypeScript as target languages. Each LF program specifies its target language at the beginning and embeds target code blocks that implement the business logic. Consider, for instance, Listing 4.1, which shows a “Hello, World!” program in Lingua Franca for all the available target languages.

Listing 4.1: “Hello, World!” programs written in LF using all the target languages that are currently supported.

This approach is different from many related languages. In the synchronous programming languages, for instance, the entire business logic needs to be implemented using the synchronous-reactive paradigm. LF, instead, clearly separates the coordination of concurrent components from their business logic. By incorporating target code blocks, LF can easily integrate with existing third-party libraries and legacy code bases.

The target code blocks are treated as black boxes. This approach is enabled by the clearly defined interfaces of reactions in the reactor model. Reactions need to declare their dependencies and anti-dependencies, and we can organize all reactions in an APG that captures all scheduling constraints (cf. Section 3.1.3). This graph is valid regardless of the concrete code that gets executed when triggering a reaction.

Lingua Franca programs are not directly compiled into executable code. Instead, the LF compiler generates code in the target language. A target toolchain is responsible for compiling the executable and linking it with a reactor runtime that coordinates the execution of the LF program. This process is depicted in Figure 4.2. This two-step approach allows for a separating concerns. The LF compiler is responsible for checking the correctness of the program regarding the semantics of the reactor model and for generating target code that correctly implements the reactor program. The target
toolchain, however, is responsible for type-checking and validating target code blocks.

4.2 Syntax

The syntax of Lingua Franca is closely based on the reactor model. Each of the reactor elements is represented as a keyword or operator in LF. However, LF also provides various extensions over the reactor model, which can be seen as "syntactic sugar." Listing 4.2 lists the core syntax rules of Lingua Franca using the ANTLR 4 format. In the following, we discuss these syntax rules in more detail to provide an overview of the Lingua Franca coordination language. The underlying concepts and code examples are discussed in the subsequent sections.

Each Lingua Franca program consists of a target declaration, an optional list of imports, an optional set of preambles, and at least one reactor declaration (line 3). The target declaration starts with the target keyword and specifies the target language of the program (line 5). Optionally, the target declaration may specify additional target properties. Such properties can influence the behavior of the program or its compilation.

Following the target declaration, the program may specify one or multiple imports using the import and from keywords. Each import statement specifies one or multiple reactors to import, as well as the path to an LF file to import from (line 8).

The program may provide one or more preambles in the file-global scope (line 10). Preambles allow the programmer to specify additional imports of third-party libraries in the target language, or to define global variables and functions. Preambles are declared using the preamble keyword and a target language code block. In LF, such target code blocks are enclosed in {=} and {=} (line 50). Depending on the target language, the preamble may be additionally qualified using the private or public keywords. This is relevant for target languages like C++, where declarations are placed publicly in a header file and definitions are provided in an additional source file.

The main section of each LF program consists of at least one reactor declaration (lines 12-15). Reactors are declared using the reactor keyword. Each reactor may declare a set of type parameters and parameters. A reactor contains any number of reactor-level preambles, state variables, methods, ports, timers, actions, reactor instantiations, connections, and reactions. Reactor-level preambles are similar to the file-level preambles, but their scope is limited to the contents of the reactor.

Reactors may be qualified using the main or federated keywords. The main reactor represents the top-level reactor of an LF program. The federated keyword also marks the top-level reactor, but in contrast to main federated implies that the program is compiled into multiple binaries that may be executed in a distributed system. The LF compiler generates one executable for each reactor instantiated within the federated reactor. The name of a reactor qualified as main or federated may be omitted. If it is given, it is required to be equal to the file name of the LF program.

Parameters and state variables are defined by their name, an optional type, and an optional initializer expression (lines 20 and 21). State variables are declared using the state keyword. Parameters do not require a dedicated keyword and are declared syntactically as arguments to the reactor. Parameters are an extension that LF provides over the basic reactor model. They can...
Listing 4.2: The core grammar of Lingua Franca given in ANTLR 4 format.

```java
grammar LinguaFranca

program: target lf_import preamble* reactors EOF;

target: 'target' ID ('{ property }')?;

lf_import: 'import' reactors=ID (',' reactors=ID)* 'from' uri=STRING

preamble: qualifier('private' | 'public')? 'preamble' code;

reactor:
  ('main' | 'federated' | 'reactor')(name>ID? type_parameters? parameter?)

  ('{ preamble' state | method | port | timer | action | instantiation | connection | reaction)* '}'

  ;

  type_parameters: '<' ID (',' ID')* '

  parameters: '(' parameter (',' parameter)*')'

  parameter name-ID (':=' type)? 'type' (init_expression)?

  state: 'state' name-ID (':=' type)? 'value' (init_expression)?

method: 'const' | 'method' name-ID ('(method_argument', 'method_argument')? ')' (':' return type? code)

method_argument name-ID (':=' type)?

port: ('input' | 'output') name-ID (':' type)?

timer: 'timer' name-ID ('(offset expression', 'period expression')? ')

action: (logical | 'physical') 'action' name-ID (':=' type)

instantiation name-ID 'as' 'new' reactorClassID ('(assignment', 'assignment')? ')

assignment: parameter name-ID '=' expression

connection: reference('->' | 'from') reference('after' delay_expression)?

reference: variable ID | container ID '. ' variable ID;

reaction:
  'reaction' name-ID ('(triggers=trigger_reference', 'triggers=trigger_reference')? ')

  (sources=reference', 'sources=reference')? ('->' effects=reference', 'effects=reference')?

code deadline

;

trigger_reference 'startUp' | 'shutdown' reference

deadline: 'deadline' (delay_expression') code;

type: 'time' | ID | code;

expression: code | literal | parameter_ref time;

code: '('+ ";" + ')';

literal: BOOLEAN | INT | NEGINT | FLOAT | STRING

parameter_ref: ID;

time: value INT unit=ID;

WHITESPACE : [ \t\r\n]+ \-skip;

INT: ('0'..'9')*;

NEGINT: '-'('0'..'9')*;

BOOLEAN: 'true' | 'True' | 'false' | 'False';

ID: 'a'..'z' | 'A'..'Z'| '_' (a..'z'|A..'Z'| '_') (a..'z'|A..'Z'| '_'|'0'..'9')*;

STRING: "'" ( '\\"' | '\\[a-z]' | '\\[A-Z]' | '\\[0-9]' | ~'(\"|\\)' )* "'

'" ( '\\' | '\\[a-z]' | '\\[A-Z]' | '\\[0-9]' | ~'(\"|\\)' )* "'

FLOAT: INT | NEGINT? '.' INT ('e' | 'E') ('+' | '-') INT?;

ANY_OTHER: .;
```
be seen as constant state variables that are initialized once when a reactor is instantiated.

When targeting strongly typed languages, the LF compiler enforces that a type is provided. A type in LF is either given using a simple identifier, using target code, or using the built-in type `time` (line 46). `time` denotes a time span and is the only type that is directly interpreted and checked by the LF compiler.

In addition to regular parameters, a reactor may also declare type parameters enclosed in `<` and `>` (line 17). Type parameters allow the definition of generic reactors that are similar to generic classes in C++ or Java. A concrete type needs to be specified when instantiating a generic reactor.

Expressions in LF are either given as target code blocks, literal values, references to parameters, or time values (line 48). Literals are Boolean values, signed and unsigned integers, floating-point numbers, and strings (line 51). This rule covers most literals found in LF’s target languages. LF provides more syntax rules that match additional literals and common expressions found in various target languages, e.g., list expressions in Python, but such rules are omitted here for brevity. Any expression that does not match the LF syntax rules can simply be given as a target code expression enclosed in `{= and =}`. Expressions may also refer to a reactor parameter or denote a time value. A time value in LF is a pair of an integer literal and a unit (line 53). If the value is zero, then the unit may optionally be omitted. All time values are of type `time`.

Methods are another extension of LF over the basic reactor model. Similar to private methods in object-oriented programming (OOP), methods in LF can access the local reactor state and provide a mechanism for reusing functionality within the reactor scope. Methods may be called from reaction bodies or from other methods. The `method` declaration specifies an identifier, an optional return type, and a set of typed and named arguments (lines 23 and 24). The method body is given as a target code block. The additional `const` qualifier can be used to mark the method as read-only for target languages that support this functionality.

Ports, timers, and actions can be declared natively in LF. Ports are declared using the `input` or `output` keywords followed by an identifier and an optional type annotation (line 26). In strongly typed languages, the type is required.

Timers are declared using the `timer` keyword and an identifier (line 27). Timers are optionally configured with an offset and a period. The offset specifies the logical delay until the timer’s first triggering after program startup, and the period specifies the logical delay between subsequent triggerings. If the period is omitted or set to zero, then the timer triggers only once. If the offset is omitted or set to zero, then the first triggering is logically simultaneous with the startup event.

Actions are declared using the `action` keyword, an identifier, an optional type, and either the `logical` or the `physical` qualifier (line 28). Some targets in LF support additional configurations for actions. For instance, it is possible to specify a minimum delay or an inter-arrival time. However, the syntax rules for such configurations are omitted in this exposition for brevity.

Reactors are instantiated using the assignment operator `=` and the `new` keyword (line 30). Each instantiation needs to specify an instance name and refer to a concrete reactor declaration to instantiate. If the reactor that gets instantiated has parameters, then the instantiation may specify one or multiple parameter assignments (line 31).

---

6: Here, read-only means that the method can read state variables but not write them.
Connections are created using the -> or ~> operators (line 33). Each connection specifies a reference to a port on the left-hand side and on the right-hand side of the operator. The port reference either refers to a port of the local reactor or to a nested port within a reactor instance using a dot separator (line 34). While the -> operator creates a regular connection such that input and output are logically simultaneous (as defined in the reactor model), the ~> operator creates a physical connection. A physical connection reassigns the timestamp based on the current reading of physical time when receiving a message. In addition, the after keyword may be used to specify a logical delay that the connection imposes. After delays and physical connections are explained in more detail in Sections 4.4.5 and 4.4.7.

Finally, reactions are declared using the reaction keyword (lines 36–40). Reactions may optionally be named. Since reactions are triggered by events and executed by the runtime, they may not be called directly. The reaction name is a purely cosmetic annotation. Each reaction specifies a set of triggers, sources and effects. Triggers can be any input port, timer or action within the scope of the reactor, output ports of contained reactors, or the keywords startup and shutdown, which represent the startup and shutdown triggers of the reactor model. Sources are ports or actions that the reaction may read from, but that do not trigger the execution of the reaction. Effects are any output ports or actions within the scope of the reactor or the input ports of contained reactors. A reaction may write to its effect, i.e., it may set any ports or schedule any actions that are declared to be an effect of the reaction.

The reaction body is given as a target code block. The deadline keyword may optionally be used to annotate the reaction with a deadline. This specifies an upper bound in physical time for when the reaction executes relative to its tag. If the deadline is violated, a deadline handler is executed instead of the reaction body. This handler is also given as a target code block. See Section 4.4.3 for more details on deadlines in LF.

4.3 Code Examples

While the previous section introduced the syntax rules of LF, any discussion of programming languages requires code examples to better illustrate the fundamental concepts. This section reconsiders the bank account example programs that were introduced in Section 3.2 and discusses their implementation in LF code.

4.3.1 Simple Bank Account Example

Consider the program given in Listing 4.3. It provides an LF implementation of the reactor example initially given in Figure 3.5 on Page 48. The program defines three reactors: User, Account, and the main reactor that assembles the program.

User is defined on lines 3–10. It is parameterized by an offset of type time and a value of type float. It consists of a timer t that triggers once at offset and an output port request of type float. The reaction defined on line 7 is triggered by the timer t and may have an effect on the request output port. The reaction body is given in C++ code; it simply sends a request with a value as given by the value parameter. Thus, any instance of the User reactor sends a single request for the given value at the specified logical offset.

7: This makes physical connections analogous to physical actions.
When executed, the program prints the following output:

1. Request of 20.0 was accepted
2. Request of -10.0 was accepted

1 s after startup, user_a sends a deposit request with a value of 20, which the account accepts. 2 s after startup, user_b sends a withdrawal request with a value of -10, which the account also accepts.

---

**Listing 4.3**: Lingua Franca implementation of the account example given in Figure 3.5.

```cpp
target Cpp
reactor(User(offset:time = 0, value:float = 0.0) {
  timer (offset)
  output request float
  reaction(t) -> request (=
    request.set(value);
  )
}

reactor Account {
  state balance float = 0.0
  input request_a float
  input request_b float
  reaction request_a (=
    apply(*request_a.get());
  )
  reaction request_b (=  
    apply(*request_b.get());
  )
  method apply(value:float) (=  
    std::cout << "Request of " << value << " was ";
    if (balance + value >= 0) {
      balance += value;
      std::cout << "accepted\n";
    } else {
      std::cout << "denied\n";
    }
  )
}

main reactor
  offset_a:time = 1s,
  offset_b:time = 2s
  account = new Account()
  user_a = new User(offset=offset_a, value=20)
  user_b = new User(offset=offset_b, value=-10)
  user_a.request -> account.request_a
  user_b.request -> account.request_b
}
```

Account is defined on lines 12–34. It contains a state variable called balance of type float that is initialized with zero. This variable represents the current balance of the account. Account further contains two input ports of type float called request_a and request_b. These ports allow the account to receive requests from two separate users. The two reactions defined on lines 17 and 21 react to incoming requests. Both reactions obtain the requested value and then call the apply method, which implements the business logic of the account. In the C++ target, values are obtained by calling get() on a port reference, which returns a smart pointer to the current value of the port. To obtain the actual value, this pointer is dereferenced using the operator (cf. Section 4.7.1). The apply method simply tests if the request can be applied without getting a negative balance. If it can be applied, it updates the balance and prints "accepted". Otherwise, it prints "denied".

The main reactor assembles the program. It creates a single instance of Account (line 40) and two instances of User (lines 41, 42), and connects the outputs of the user instances to the inputs of the account instance (lines 44, 45) using the connection operator ->. user_a is parameterized with an offset of 1 s and a value of 20 and user_b is parameterized with an offset of 2 s and a value of -10.

When executed, the program prints the following output:

1 s after startup, user_a sends a deposit request with a value of 20, which the account accepts. 2 s after startup, user_b sends a withdrawal request with a value of -10, which the account also accepts.
In the C++ target, main reactor parameters are automatically synthesized into command-line arguments that allow overwriting the parameter values at startup. Using the parameters `offset_a` and `offset_b` we can change the order in which the users send the deposit and withdrawal requests. For instance, running the command

```
./bin/SimpleAccount --offset_a 2s --offset_b 1s
```

reverses the order of the two user requests. The program prints:

1. Request of -10.0 was denied
2. Request of 20.0 was accepted

We can also use the same offset for both users. For instance, running the command

```
./bin/SimpleAccount --offset_a 0 --offset_b 0
```

prints:

1. Request of 20.0 was accepted
2. Request of -10.0 was accepted

In this case, the two requests are logically simultaneous. However, the order in which the two requests are processed is uniquely defined by the APG. Since the reaction to `request_a` is defined before the reaction to `request_b`, the reaction to `request_a` takes precedence over the reaction to `request_b`. Hence, the deposit request is processed before the withdrawal request, even if both are logically simultaneous.

Listing 4.4: Lingua Franca implementation of the account example with a proxy reactor given in Figure 3.6a.

```
target Cpp
import Account, User from "SimpleAccount.lf"

reactor Proxy {
  input in: float
  output out: float
  reaction (in) -> out { = out.set(*in.get() - 5); }
}

main reactor{
  account = new Account()
  user_a = new User(offset=1s, value=20)
  user_b = new User(offset=2s, value=-10)
  proxy = new Proxy()
  user_a.request -> proxy.in
  proxy.out -> account.request_a
  user_b.request -> account.request_b
}
```

4.3.2 Bank Account Examples with Proxy Reactors

As discussed in Section 3.2, inserting a simple proxy reactor does not change the order of events. The code given in Listing 4.4 reproduces the reactor program given in Figure 3.6a on Page 49. It introduces a proxy reactor between `user_a` and `account`. While the proxy reactor may modify the request (in this case, it subtracts 5 from the request value before forwarding the request), it does not influence the logical ordering of events. Input and output of the proxy reactor are logically simultaneous. When executed, the program produces the following output:
As also discussed in Section 3.2, we can deliberately introduce a logical delay using a logical action. The code given in Listing 4.5 reproduces the reactor program given in Figure 3.6b. The program defines a reactor called ProxyDelay, that has a parameter delay of type time and a type parameter T. ProxyDelay contains an input port, an output port, and a logical action, all of which are of type T. This pattern makes the reactor generic and allows for the forwarding of arbitrary message types.

Listing 4.5: Lingua Franca implementation of the account example with a proxy reactor imposing a delay as given in Figure 3.6b.

```
target Cpp
import Account, User from "SimpleAccount.lf"

reactor ProxyDelay<T>(delay: time = 0) {
  input in: T
  output out: T
  logical action: T

  reaction(a) -> out {=
    out.set(std::move(a.get()));
  }

  reaction(in) -> a {=
    a.schedule(std::move(in.get()), delay);
  }
}

main reactor(delay: time=2 s) {
  account = new Account()
  user_a = new User(offset=1 s, value=20)
  user_b = new User(offset=2 s, value=-10)
  proxy = new ProxyDelay<float>(delay=delay)

  user_a.request -> proxy.in
  proxy.out -> account.request_a
  user_b.request -> account.request_b
}
```

The reaction on line 10 reacts to the logical action and simply forwards the value stored on the action to the output port. The C++ code in the reaction body uses `std::move` to enforce move semantics and avoid copying the underlying smart pointers. The reaction on line 14 reacts to the input port and schedules the logical action using the specified delay. Thus, any message received on the input port will result in a later message on the output port, such that the logical delay between input and output is precisely delay.

Line 23 instantiates the ProxyDelay reactor using a default delay of 2 s and the type `float`. Therefore, the program delays any requests sent by `user_a` by 2 s. Consequently, the program denies the withdrawal request by `user_b` and produces the following output:

```
Request of -10 was denied
Request of 20 was accepted
```

We can change the program’s behavior by modifying the delay parameter. Running `./bin/AccountProxyDelay --delay 500ms` instead print:

```
Request of 20 was accepted
Request of -10 was accepted
```
4.4 Coordinating Logical and Physical Time

All the examples discussed in the previous subsection are deterministic. All events are ordered logically regardless of the physical time required for executing reactions. While all events are timed, the physical timing for handling events is approximate. This section discusses how LF programs relate the logical timeline of events with the physical wall clock time.

4.4.1 Timing Diagrams

To illustrate the execution of LF programs and the relations between logical and physical time, we use timing diagrams like the one shown in Figure 4.3.10 The x-axis of a timing diagram denotes physical time, and the y-axis denotes logical time. For simplicity, we will assume that each program starts at physical time \( T_0 = 0 \) with tag \( g_0 = (0, 0) \).

A vertical gray line indicates the presence of an event at the corresponding tag, and a vertical bar indicates the execution of a reaction. The position of the bar illustrates when the reaction starts executing (in physical time), and the length of the bar illustrates the time required for processing the reaction.

The diagonal black line denotes the function \( \mathcal{G} : T \rightarrow G \) with \( \mathcal{G}(t) = (t, 0) \). As discussed in Section 3.1.4, the runtime scheduler only processes an event with tag \( g \), once the current reading of physical time \( T \) is greater than the timestamp of \( g \) \( (T > \mathcal{G}(g)) \). Or, in other words, if the tag \( \mathcal{G}(T) \) corresponding to the current reading of physical time is greater than the tag \( g \) \( (\mathcal{G}(T) > g) \). Therefore, all bars indicating the execution of a reaction need to start on the right side of the diagonal line. The crossing of a vertical line that represents an event with the black diagonal line marks the earliest physical time at which the event may be processed.

Consider again the “Hello, World!” programs given in Listing 4.1. This program has a single event \( \text{startup} \) and executes a single reaction. Figure 4.3 illustrates one possible execution trace for this program. The gray horizontal line denotes the startup event, and the gray bar corresponds to the execution of the reaction. The gap between the bar and the diagonal line represents the scheduling delay. This is the time it takes to wake up the scheduler, mark the reaction for execution, and start processing the reaction. Depending on the concrete hardware and OS, this gap might be narrower or wider, and it might be more or less affected by jitter.

4.4.2 Physical Time Barrier and Fast Execution

The timing diagram can be read like a Gantt chart. The program proceeds to the right in physical time as observed by the local physical clock. For each physical time instance, the diagram shows which reactions execute. However, the timing diagram also shows the progression of logical time on the vertical axis. When the reactor runtime decides to process the next event, the execution jumps up to the next tag. Thereby, the black diagonal line denotes the physical time barrier implemented by the runtime, which prevents logical time from progressing faster than physical time.

Consider the program given in Listing 4.6. The program consists of two reactors. The \texttt{Counter} reactor keeps a state variable \texttt{count}, which it increments at every tick of the timer \( t \), i.e., every 5 ms. It also sends the current value of \texttt{count} via its output port. This value is received by the \texttt{Printer} reactor,
Listing 4.6: A Lingua Franca program that increments a counter every 5 ms and prints the current value.

```cpp
1 target Cpp
2 reactor Counter {
3 state count int = 0
4 timer t(0, 5 ms)
5 output out: int
6 reaction(t) -> out {=
7 out.set(count++);
8 =}
9 }
10 }
11 }
12 }
13 }
14 }
15 reactor Printer {
16 input in: int
17 reaction(in) =
18 std::cout << "Received:" << in.get() << '\n';
19 }
20 }
21 }
22 }
23 }
24 main reactor {
25 c = new Counter()
26 p = new Printer()
27 c.out -> p.in
28 }
```

which simply prints the value. When executed, the program produces the following output:

```
Received: 0
Received: 1
Received: 2
Received: 3
Received: 4
...
```

A new line appears roughly every 5 ms of wall clock time.

Figure 4.4a shows a timing diagram that visualizes one possible execution trace of this program for the first 5 events. With each event produced by the timer, the execution progresses to the right and to the top within the diagram. It progresses to the right as physical time advances and progresses to the top as the scheduler advances logical time to the next tag. This diagram illustrates how the physical time barrier governs program execution. After executing both reactions, the scheduler waits until physical time catches up with logical time before processing the next event.

In LF, the physical time barrier may optionally be switched off. This is referred to as the fast mode. The fast mode can be activated by setting the target property `fast: true` in the LF program. In the C++ target, the fast mode can also be activated at runtime using the `--fast` command line argument.

Figure 4.4b shows the execution of the program from Listing 4.6 in fast mode. The advancement of logical time is not governed by the physical time barrier. Instead, the scheduler processes the next event as soon as all reactions at the current tag are completed.

4.4.3 Lag and Deadlines

While the physical time barrier presents a lower bound for when a reaction to an event at a given tag is executed, there is no upper bound. Lingua Franca implements a best-effort approach that aims at executing reactions at a physical time that is close to the timestamp of their tag, but it does not guarantee that the delay between timestamp and execution is bounded.

If logical time advances slower than physical time, we say that it lags behind physical time. Lag may occur, for instance, when reactions take longer to execute than indicated by the logical delay between events. Figure 4.4c shows the timing diagram for an alternative execution trace of the program in Listing 4.6. Compared to the timing diagram in Figure 4.4a, the reactions require more time to execute. There is an increasing lag since the reaction execution time is larger than the logical delay of 5 ms between events.
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Figure 4.4: Timing diagrams visualizing possible execution traces for the program given in Listing 4.6.

While LF does not guarantee the absence of lag, it does provide a mechanism for detecting lag. Reactions may optionally be annotated with a deadline and a deadline handler. Consider the modified implementation of the Printer reactor given in Listing 4.7. It uses the `deadline` keyword to annotate a deadline of 5 ms. If the deadline is violated, the deadline handler will be executed instead. In this example, the handler simply prints "Deadline violated!"

A deadline in LF does not impose an upper bound on when a reaction finishes its computation, but instead imposes an upper bound on when a reaction starts its computation. At the current tag $g$, a deadline $D$ is considered violated if the corresponding reaction starts executing at a physical time $T$ with $T > \mathcal{T}(g) + D$. If the deadline is violated, then the deadline handler is executed instead of the reaction body. This mechanism makes lag detectable and also handleable by the business logic. A deadline violation is simply treated as a fault that can be handled as indicated by the user.

Figure 4.4d shows the timing diagram for the modified program with an annotated deadline. The diagonal red line represents the deadline. More precisely, it displays the function $\mathcal{D}_D : T \rightarrow G$ defined by $\mathcal{D}_D(T) = (T - D, 0)$, which maps a given reading of physical time $T$ to the latest tag $g = \mathcal{D}_D(T)$, that can be executed at this time without violating the deadline condition $T \leq \mathcal{T}(g) + D$. 

Reactions: Count reaction Print reaction

(a) Normal execution (with physical time barrier).

Reactions: Count reaction Print reaction

(b) Fast execution (without physical time barrier).

Reactions: Count reaction Print reaction Print deadline handler

(c) An execution that lags behind logical time.

Reactions: Count reaction Print reaction Print deadline handler

(d) A lagging execution with an annotated deadline.
In Figure 4.4d, there is an increasing lag, similar to the diagram in Figure 4.4c. For the first 3 iterations, the reaction of Printer is executed within the deadline. However, stating from the 4th iteration, the deadline is violated, and the deadline handler is executed instead of the reaction body. The program prints:

1. Received: 0
2. Received: 1
3. Received: 2
4. Deadline violated!
5. Deadline violated!
6. ...

### 4.4.4 Logical Actions

While ports provide a mechanism for triggering simultaneous events at the current tag in connected reactors, actions provide a mechanism for scheduling events at a later tag, but only within the scope of one reactor. As discussed in Section 3.1.2, logical actions are scheduled with a tag relative to the current tag. In LF, reactions may declare logical actions as effects, and the reaction body may schedule the declared actions using an optional delay. Logical actions can be used to implement logical delays, as was already shown in Listing 4.5. If the delay is omitted or set to zero, then the new event is scheduled at the next microstep.

Logical actions may also be scheduled repeatedly. Consider Listing 4.8, which implements a simple clock. The Clock reactor defines an output port tick and a logical action a. The reaction on line 7 is triggered by the startup event, or a, and may have an effect on the action a and the output port tick. The reaction body schedules the next triggering of a with a delay equal to the given period, and it sets the output port tick at the current tag. This pattern effectively implements a timer with zero offset. Hence, timers in LF can be considered syntactic sugar.

**Listing 4.8** A simple clock implemented in LF that sends a tick signal at regular intervals.
When executed, the program prints:

```
1  Tick at 0 nsecs
2  Tick at 100000000 nsecs
3  Tick at 200000000 nsecs
4  Tick at 300000000 nsecs
5  Tick at 400000000 nsecs
6  ...
```

Figure 4.5 shows the corresponding timing diagram, which is similar to the diagram in Figure 4.4.

Timers are more convenient to use than logical actions, when reactions should be triggered at regular intervals. However, logical actions provide more flexibility, as the target code in the reaction body can freely choose if it schedules the action and which delay to use. We can use this, for instance, to implement a clock with a changing period.

Consider, for example, the program in Listing 4.9 that implements a slowing clock. The `Clock` reactor in this example implements a variable delay using the state variable defined on line 23. Similar to the simple clock example, the body of the reaction declared on line 25 schedules the action `a`. However, it uses a variable delay, which is incremented by `step` for each reaction invocation.

**Listing 4.9**: A slowing clock implemented in LF that sends a tick signal at increasing intervals.

```
target Cpp
import Printer from "SimpleClock.lf"
main reactor {
  step: time = 100 ms,
  initial_delay: time = 100 ms
}
  c = new Clock(step=step,
    initial_delay=initial_delay)
  p = new Printer()
  c.tick -> p.tick
}
reactor Clock {
  output tick void
  logical actions
  state delay: time = initial_delay
  reaction startup a) -> a, tick {
    a.schedule(delay);
    tick.set();
    delay += step;
  }
}
```

Figure 4.5: Timing diagram for the simple clock program in Listing 4.8.

Figure 4.6: Timing diagram for the slowing clock program in Listing 4.9.
When executed, the program prints:

```
1 Tick at 0 nsecs
2 Tick at 100000000 nsecs
3 Tick at 300000000 nsecs
4 Tick at 600000000 nsecs
5 Tick at 1000000000 nsecs
6 ...
```

Figure 4.6 shows the corresponding timing diagram. The interval between events is increasing with each invocation of the clock reaction.

### 4.4.5 After Delays

In the reactor model, relaying messages via connections is logically instantaneous. However, the LF syntax optionally allows for the specification of a logical delay on a connection using the `after` keyword. This is an extension of the underlying reactor model. Consider, for example, the program in Listing 4.10. It replicates the example in Listing 4.8 but connects the `Clock` and `Printer` reactors using an after delay of 30 ms.

Listing 4.10: Example LF program illustrating the use of after delays.

```lf
1 target Cpp
2 import Clock, Printer from "SimpleClock.lf"
3
4 main reactor{
5   c = new Clock(period = 100 ms)
6   p = new Printer()
7   c.tick -> p.tick after 30 ms
8 }```

When executed, the program prints:

```
1 Tick at 30000000 nsecs
2 Tick at 130000000 nsecs
3 Tick at 230000000 nsecs
4 Tick at 330000000 nsecs
5 Tick at 430000000 nsecs
6 ...
```

The corresponding timing diagram is given in Figure 4.7. When the clock reaction sets the output port, it schedules a new event with an offset of 30 ms. This new event triggers the print reaction.

![Figure 4.7: Timing diagram for the after delay example in Listing 4.10.](image)
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After delays are semantically equivalent to using a delay reactor like the one used in Listing 4.5. Listing 4.11 shows a modified version of the after delay example in Listing 4.10. This program uses a delay reactor with a logical action instead of the after delay syntax that LF provides. Since after delays can be implemented using plain reactor mechanisms, the after delays in LF can be considered syntactic sugar. In fact, the LF compiler implements a transformation that replaces after delays with a synthesized delay reactor. This is used for targets that do not provide native support for after delays in their runtime.

4.4.6 Physical Actions

Unlike logical actions, which are scheduled relative to the current tag, physical actions are scheduled relative to the current reading of physical time (cf. Section 3.1.2). This makes physical actions particularly useful for scheduling events in an external context outside the scope of the LF program. This could be external concurrent processes or interrupts that are triggered by some external event.

Physical actions provide a means for asynchronous processes to safely insert an event into the event queue; the scheduling of a physical action can be
seen as providing an input to the system. The tag assigned to the event is nondeterministic in the sense that it is not defined by the program. Therefore, the tag is considered to be part of the input. Once the tag is assigned, however, the scheduled event is inserted into the event queue and processed deterministically and strictly in tag order.

Listing 4.12 provides an example program that illustrates the use of physical actions in LF. The main reactor contains a timer \( t \) and the physical action \( p \), as well as the state variable \texttt{thread} which holds a thread object. The program spawns this thread at startup in the \texttt{init} reaction on line 14. The thread models an asynchronous external process that may schedule the physical action. Concretely, the thread waits for roughly 250 ms and then schedules the physical action once before it terminates.

The main reactor further defines the reaction \texttt{tick}, which is triggered by the timer \( t \), and the reaction \texttt{external} which is triggered by the externally scheduled physical action \( p \). Both reactions print their trigger and the current logical time. When executing the program, it prints something similar to the following:

```
1. React to timer tick at 0 nsecs
2. React to timer tick at 100000000 nsecs
3. React to timer tick at 200000000 nsecs
4. React to external event at 250556992 nsecs
5. React to timer tick at 300000000 nsecs
6. React to timer tick at 400000000 nsecs
7. ...
```

The precise tag assigned to the external event may vary between executions.

The corresponding timing diagram is shown in Figure 4.8. In the diagram, we assume that \texttt{schedule} is called at physical time 255 ms. This physical time is marked by the vertical dashed brown line. The newly scheduled event is inserted at tag \((255 \text{ ms}, 0)\), and this event is handled promptly by triggering and executing the \texttt{external} reaction.

![Figure 4.8: Timing diagram for the physical action example in Listing 4.12.](image)

We can use a pattern similar to Listing 4.12 to model external asynchronous input. Consider again the bank account example shown in Listing 4.3 and discussed in Section 4.3.1. In this example, the order in which the users send requests is hard-coded using timers, and thus the requests have predetermined fixed tags. While using a predefined order is useful for testing and demonstration, reactor programs that are deployed in practice need to be able to handle sporadic asynchronous inputs to be useful. Physical actions provide the means to achieve this.
Listing 4.13: A variant of the bank account example in Listing 4.3 using physical actions to model the user input.

```cpp
import Account from "SimpleAccount.lf"

reactor PhysicalUser{
  output request float
  physical actions: float
  reaction(a) -> request {
    request.set(std::move(a.get()));
  }
}

main reactor{
  account = new Account()
  a = new PhysicalUser()
  b = new PhysicalUser()
  user_a.request -> account.request_a
  user_b.request -> account.request_b
}
```

Listing 4.13 shows a modified version of the simple account example that uses physical actions to model sporadic user input. Note that the scheduling of the physical actions is not part of the program and needs to be done externally. The Account reactor remains unchanged. Consequently, it implements the same testable behavior as in the earlier examples. Concretely, if `user_a` sends a deposit message at tag $g_a$ and `user_b` sends a withdrawal message at tag $g_b$ with $g_b > g_a$, then the semantics of LF guarantees that the response of the account is identical to the response in a test case that uses the same tag ordering (i.e., the behavior is identical to the program in Listing 4.3). Physical actions draw a clear perimeter around the deterministic and therefore testable program logic while allowing it to interact with sporadic external inputs.

### 4.4.7 Physical Connections

The LF syntax also provides a mechanism for inserting physical connections. A physical connection can be created using the `~>` operator instead of the regular `->` connection operator. Similar to connections with after delays, physical connections can be replaced with a reactor that internally uses a physical action to delay the message. Consider the example program in Listing 4.14, which uses a physical connection to connect the Clock and Printer reactors. It is semantically equivalent to the program given in Listing 4.15.

Listing 4.14: Example LF program illustrating the use of physical connections.

```cpp
import Clock, Printer from "SimpleClock.lf"

main reactor{
  c = new Clock(period = 10 ms)
  p = new Printer()
  c.tick ~> p.tick
}
```
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When executed, the program prints something similar to the following:

```
Tick at 389958 nsecs
Tick at 100079622 nsecs
Tick at 200086711 nsecs
Tick at 300080375 nsecs
...
```

The precise times printed may vary between executions.

In this example, the physical action is not scheduled from an external concurrent process but from inside the LF program. This is useful for deliberately introducing actor-like nondeterminism into a program when this is desired. By using a physical connection, the programmer explicitly states that the receiver should ignore the logical ordering of messages relative to other events in the system and instead process messages in the order of arrival.

Using both physical actions and physical connections, we can replicate the semantics of actor programs in LF. Consider the modified bank account example in Listing 4.16 that uses physical connections to connect the users with the account. In this example, the deposit and withdrawal messages are tagged and processed nondeterministically in the order in which they arrive at the account. This behavior is similar to the nondeterministic behavior of the actor implementation shown in Figure 2.6a on Page 16.

Listing 4.16: A nondeterministic implementation of the bank account example in Listing 4.3 using physical actions to model the user input and physical connections to relay the user messages.
4.4.8 Reflex Game

The example program in Listing 4.17 illustrates how both logical and physical actions can be used to implement an interactive application in LF. The program implements the Reflex Game, which is inspired by a similar Esterel example program. This simple game measures the player’s reaction time. The game prints a prompt at a random time and the player needs to react by pressing the enter or return key. The game measures the time that elapsed between the prompt and the player’s reaction. If the player presses enter before the prompt appears, the game considers this cheating and quits.

![Reflex Game Diagram](image_url)

Figure 4.9: Diagram showing the Reflex Game defined in Listing 4.17.

Figure 4.9 shows the reactor diagram for the Reflex Game. The program consists of three reactors: KeyboardInput, RandomDelay, and GameLogic. The KeyboardInput reactor interacts with the keyboard and informs the game logic when a key was pressed. Similar to the example in Listing 4.12, it spawns an additional thread that executes asynchronously and uses a physical action to notify the KeyboardInput reactor when a key is pressed. The getchar() function, which is used to read from the keyboard, blocks until a key is pressed. Calling this function directly from a reaction could block the entire program. Therefore, the additional thread is needed to enable blocking calls while ensuring that the reactor program can progress independently.

The RandomDelay reactor is similar to the delay reactor in Listing 4.11; it forwards the input signal to the output with a logical delay. However, the delay is not fixed but determined by a random number generator. For each message received on the input port, the reaction triggered by this message determines a random delay between 2 s and 8 s and schedules its internal logical action accordingly.

Finally, the GameLogic reactor implements the core logic of the game. It prints usage instructions on startup and then requests a prompt by sending a message to RandomDelay. Once the message arrives back at the GameLogic reactor, it displays the prompt and waits for the player’s reaction, which is indicated by a message from KeyboardInput on the enter port. The game calculates and prints the reaction time and then requests another prompt. If the player presses enter too early or quits the game, the program terminates.

This example illustrates the principle usage of LF for implementing an application that requires reacting to external input, implementing some predictable behavior, and performing actions at certain points in time. Admittedly, using an additional thread for interacting with the keyboard is inconvenient, as it requires breaking out of the reactor model. Chapter 6 discusses a better solution that allows some reactions to perform long-running computations or call blocking functions while the rest of the program can progress independently.
Listing 4.17: Reflex Game implemented in LF.

```cpp
#include <random>

class GameLogic;

// keyboard input
auto keyboard_input = new KeyboardInput();

// start an external thread that listens for keyboard input.
thread thread[] { std::bind(&KeyboardInput::get, keyboard_input) };

// input action
input action = void;
input quit: void
input enter: void

// Request another prompt.
request_prompt.set();

// Input options
input prompt: void
input enter: void
input quit: void

// state
state prompt_time = reactor::TimePoint(min() =)
state total_time time(0)
state count: unsigned = 0

// reaction
reaction startup = request_prompt =
reaction enter = request_prompt =
reaction quit = request_prompt =

// game loop
main reactor{ delay = new RandomDelay()
keyboard = new KeyboardInput()
logic = new GameLogic()

logic.request_prompt = delay.in
logic.quit = logic.quit
keyboard.quit = logic.quit
}
```

---

4 Deterministic Coordination with Lingua Franca
4.5 Federated Execution: Coordination Across Multiple Timelines

Lingua Franca also supports the generation of programs that may be executed in a distributed system. Any LF program can be converted into a distributed (or federated) program by exchanging the main modifier of the top-level reactor for the federated modifier.\textsuperscript{12} If the federated modifier is used, then each reactor instance created within the federated reactor constitutes a federate. Each federate is compiled as an individual reactor program with its own executable. We refer to the complete program, consisting of all federates, as a federation.

The support for federated execution of LF programs is not a primary contribution of this thesis. The key authors of the methodology and implementation for federated execution are Edward A. Lee, Marten Lohstroh and Soroush Bateni. This chapter includes a discussion of federated execution to provide a complete overview of Lingua Franca.

4.5.1 Aircraft Door Example

To illustrate the programming and execution of federated LF programs, we consider again the example of an aircraft door first discussed in Section 2.3.2. This example considers an aircraft equipped with emergency slides. To safely open the passenger door in the parking position, the pilots in the cockpit first need to disarm the slide and then open the door. The example assumes that the disarm message from the cockpit is routed through an additional sensor component that performs safety checks. Figure 4.10 shows again the Hewitt actor implementation of this example.

As Section 2.3.2 discusses, we cannot make any assumptions about the order in which the door actor processes the incoming messages. Since the disarm message is relayed via the sensor actor, there is no guarantee that the open and disarm messages arrive at Door in the order in which they were sent. Figure 4.11 shows a possible message exchange between the actors. Although Cockpit sends first the disarm message and then the open message, open arrives before disarm at Door, and Door will perform the corresponding actions in this order. Thus, the Hewitt actor implementation does not provide a safe solution to the problem.\textsuperscript{13}

There are various ways in which the actor program can be improved. For instance, Cockpit could send another message directly to Door that indicates that a disarm message was sent to Sensor and that Door needs to wait for a message from Sensor before opening the door. Alternatively, Sensor could send a message back to Cockpit, and Cockpit would then send the disarm message directly to the Door. However, any of the possible solutions adds more complexity, and reasoning about the correctness of the problem becomes harder to reason about when there are more actors involved.

The semantics of Lingua Franca instead guarantees that Door processes the incoming messages in the logical order in which they were sent. The federated flavor of LF extends this guarantee to a distributed context and

\textsuperscript{12}: Currently, federated programs are only fully supported by the C and Python targets.

\textsuperscript{13}: We use Hewitt actors here as a placeholder that represents a whole family of possible solutions that also includes services and publish/subscribe, which build on similar principles as actors.
automatically provides an implementation that remains faithful to the program specification. This relieves the application designer from developing complex protocols and reasoning about the possible interleaving of messages. Figure 4.12 shows the diagram of an LF realization of the aircraft door example.

![Diagram of Aircraft Door Example](image)

Figure 4.12: Federated LF implementation of the aircraft door example.

In federated execution, each federate keeps track of its own logical timeline. Each federate is responsible for processing its local events and deciding when to advance to the next tag. To do this deterministically, however, we need to annotate messages sent over network connections with their tag, and we need a coordination scheme that allows each federate to decide when it is safe to advance to the next tag. A federate may only advance its logical time when it knows that no other federate can send a message with an earlier tag. To achieve this, Lingua Franca currently implements two coordination strategies: centralized coordination and decentralized coordination, which we discuss in the following.

### 4.5.2 Centralized Coordination

In the centralized coordination scheme, all federates communicate with a central coordinator, which is called the run-time infrastructure (RTI). This approach is closely related to the High Level Architecture (HLA) standard, which also uses similar terminology. Figure 4.13 visualizes the overall architecture.

![Centralized Coordination Architecture](image)

Figure 4.13: The centralized coordination scheme for federated execution of LF programs.

In centralized coordination, the federates do not communicate directly with each other. All tagged messages on connections between federates are routed via the central RTI. In addition to the data messages, the federates exchange control messages with the RTI. Each federate is responsible for informing the RTI about the next tag at which it may send a message to another federate. The RTI, in turn, is responsible for coordinating the advancement of the logical time of the federates. It sends grants which inform a federate that it may safely advance execution until a certain tag.

While this approach guarantees the correct federated execution of LF programs, it comes with several disadvantages. Since all messages are routed via the RTI, the RTI becomes both a single point of failure and a potential performance bottleneck. Also, the centralized coordination scheme requires frequently sending null messages if a federate contains a physical action that can trigger an outgoing network message. In the presence of physical actions, we cannot infer the earliest next tag at which the federate may produce an event. Therefore, it needs to inform the RTI about the presence or absence of events at regular intervals.
4.5.3 Decentralized Coordination

In the decentralized coordination scheme, the federates communicate directly with each other. To decide when it is safe to advance logical time, the federates utilize the safe-to-process analysis known from PTIDES. This is the same technique as the one used by DEAR for coordinating reactors on top of AUTOSAR AP (cf. Section 3.3.2).

By making assumptions about the maximum clock synchronization error $c$, the network latency $l$ and the WCET $w$ of all downstream reactions that may send a network message, each federate can compute a safe-to-process offset $s$, which allows the federate to infer when it is safe to advance to the next tag.

Consider the timing diagrams in Figure 4.14. They show a fictive execution trace for the aircraft door example. In this trace, the pilot presses the disarm button at the physical time $T_d$, and shortly after they press the open button at $T_o$. Consequently, the two events scheduled via the physical actions in the Cockpit reactor get assigned tag $(t_d, 0)$ with $t_d = T_d$ for the disarm event and tag $(t_o, 0)$ with $t_o = T_o$ for the open event.

To keep the example and the discussion simple, we assume that the worst-case delays and the clock synchronization error have identical values. Specifically, $w_{C,d}$ denotes the WCET of the send_disarm reaction of Cockpit, $w_{C,o}$ denotes the WCET of the send_open reaction of Cockpit, $w_{S,c}$ denotes the WCET of the check reaction of Sensor, and we assume:

$$w_{C,d} = w_{C,o} = w_{S,c} = l = c.$$
The runtime scheduler executes the send\_disarm reaction of Cockpit immediately after the corresponding event is scheduled. In the shown execution trace, the processing of the reaction completes exactly at $T_d + w_{C,d}$ and Cockpit sends the disarm network message to Sensor precisely at this instant. Cockpit's scheduler then advances the current tag to $(t_0, 0)$ and starts processing the open event by executing the send\_open reaction. Since there is an overlap with the execution of send\_disarm the send\_open reaction is executed with a slight lag. It completes its computation at $T_d + w_{C,d} + w_{C,o}$ and sends the open network message to Door precisely at this instant.

From Cockpit's point of view, the disarm message arrives at Sensor at $T_d + w_{C,d} + l$. However, the local physical clock of Sensor has a skew of $c$ relative to the Cockpit's clock. Therefore, the $x$-axis of the Sensor plot in Figure 4.14 is offset by $c$ to the left. Therefore, Sensor receives the disarm message at $T_d + w_{C,d} + l + c$ according to its local clock. According to our assumptions, this point in time also marks the latest point at which Sensor may receive a message from Cockpit with the tag $(t_0, 0)$. Consequently, Sensor has the safe-to-process offset $s_S = w_{C,d} + l + c$. In the diagram, this safe-to-process offset is indicated by the orange line. Due to this offset, Sensor may only process events with a timestamp $t$ with $t \geq T - s_S$, where $T$ is the current reading of physical time.

Sensor forwards the disarm message to Door precisely at $T_d + w_{C,d} + w_{S,c} + l + c$ and Door receives the message at $T_d + w_{C,d} + w_{S,c} + 2l + c$ according to its local clock. Note that the maximum clock synchronization error $c$ indicates the maximum clock skew between all federates. Thus, we only have to account for it once, even if there are multiple network hops along the chain of events.

The open message from Cockpit however, arrives at $T_d + w_{C,d} + w_{C,o} + l + c$ according to the local clock of Door. This is before the disarm message from Sensor arrives. Consequently, the local scheduler needs to wait before processing the open message, until it can be sure that there is no pending disarm message with an earlier tag. The maximum delay for the arrival of the disarm message relayed via Sensor is $w_{S,c} + 2l + c$. The maximum delay for arrival of the open message is $w_{C,d} + w_{C,o} + l + c$. Note that we need to account for the WCET of both the send\_disarm and the send\_open reactions, as in the worst-case scenario both the open and the disarm events are logically simultaneous, and both reactions execute in sequence. The safe-to-process offset $s_D$ that Door needs to account for is given as the maximum of both delays:

$$s_D = \max\{w_{S,c} + 2l + c, w_{C,d} + w_{C,o} + l + c\}.$$

For the values chosen in this example, the worst-case delay of the disarm message is larger, and hence we have $s_D = w_{C,d} + w_{S,c} + 2l + c$. This safe-to-process offset is also indicated by the orange line in the bottom plot in Figure 4.14.

The safe-to-process offset provides an additional barrier, which tells each federate precisely how long it should wait until it can be sure that is has seen all earlier messages. If a message with an earlier tag arrives although the federate has waited until the safe-to-process barrier, then this indicates that one or multiple of the assumptions have been violated. This can be handled as a runtime fault by the program logic.

The decentralized coordination eliminates the bottleneck and single point of failure that the RTI presents in centralized coordination. However, it requires WCET analysis and known bounds on latency and clock synchronization errors. By using time-predictable hardware and a real-time OS, the bounds
on execution time can be tightened. Additionally, techniques like Time-Sensitive Networking (TSN) can be used to tighten the bounds on network latency, and Precision Time Protocol (PTP) can be used to minimize the clock synchronization error.

It is also possible to add an after delay \( d \) on a connection between federates. This logical delay can be subtracted from the safe-to-process offset. For instance, the safe-to-process offset for Sensor becomes \( s_S = w_{C,d} + l + c - d \), for any non-zero delay. In the special case of choosing \( d = w_{C,d} + l + c \) the safe-to-process offset becomes zero. This special case is illustrated in the timing diagram in Figure 4.15. It is equivalent to the distributed coordination for DEAR discussed in 3.3.2 and to (system-level) LET. However, the decentralized coordination as implemented in LF is more general, as it can handle the full spectrum between no logical delay as in the synchronous-reactive paradigm and a logical delay that accounts for the worst-case end-to-end latency as in LET.

4.5.4 Trading off Consistency and Availability

Eric Brewer formulated the well-known CAP theorem, which highlights the fundamental limitations of distributed systems.

The CAP theorem states that any networked shared-data system can have at most two of three desirable properties:

- \( \textit{consistency (C)} \) equivalent to having a single up-to-date copy of the data;
- \( \textit{high availability (A)} \) of that data (for updates); and
- \( \textit{tolerance to network partitions (P)} \).

This asserts that when a system becomes partitioned due to increasing network delays, then either availability or consistency need to be sacrificed.

In Lingua Franca, the centralized coordination favors consistency over availability. The RTI grants a tag advancement only once all earlier messages have arrived at the federate. In case of network failure, the federate might wait

---


18: E. A. Lee and Lohstroh 2022, Generalizing Logical Execution Time.

indefinitely. The decentralized coordination, however, favors availability over consistency. When network latencies increase beyond the assumed worst-case latency $l$, the federates locally decide to advance their current tag, although there might be earlier messages that have not arrived yet. If a message with an earlier tag arrives late, this can be detected and handled by user code similarly to deadline violations.

Brewer also suggests that availability and consistency are not fully exclusive in the case of a partitioned system. There is a trade-off between achieving high availability and achieving consistency that Edward A. Lee quantified in the CAL theorem. This trade-off is exposed by Lingua Franca as users may freely choose the logical delay imposed on a connection.

In the CAL theorem, consistency is defined in terms of logical delay. Consider, for instance, a sensor reactor that frequently sends data to a control reactor. If there is no delay on the connection, then the sensor and the controller reaction are executed logically simultaneously and both agree on the current sensor value. If, however, there is a logical delay between the two reactors, then the sensor could already have sent an updated value when the controller reads the first value. Thus, they have an inconsistent view of the system’s state.

The CAL theorem further defines availability in terms of deadlines in LF. In this definition, availability is an upper bound on the lag between the physical timeline of execution and the logical timeline as given by the tags. Thus, we can specify an upper bound on availability using deadlines, and we can use logical delays to deliberately trade consistency for availability. This is highlighted in Figure 4.15, where an after delay $d$ is used to increase availability by reducing the safe-to-process offset to zero and thus eliminating potential waiting time. However, this also decreases consistency as Sensor’s view of the system state corresponds to a logical tag that is in the past.

4.6 The Lingua Franca Toolchain

A Lingua Franca program is a mixture of LF code and target code. To make programming in such a hybrid setting a fluent experience, adequate tooling is key. LF comes with a set of standalone command-line tools, as well as support for different integrated development environments (IDEs). Currently, there is an Eclipse-based IDE named Epoch and a Visual Studio Code extension. All LF tools and IDEs share a common code base and provide a similar set of features. Most notable is the use of interactive diagrams to facilitate the development of LF programs. Figure 4.16 provides an overview of the Lingua Franca toolchain.

4.6.1 Compilation

The backbone of the LF compiler is the Xtext framework, which applies a model-based approach to creating domain-specific languages. Based on a grammar definition, Xtext automatically generates the basic compiler infrastructure as well as an Eclipse plugin and a language server implementing the Language Server Protocol (LSP). The Xtext-based workflow can be broken down into lexical analysis, parsing, validation, and code generation, where lexical analysis and parsing are completely handled by Xtext. Xtext automatically generates a metamodel based on the Eclipse Modeling Framework (EMF) and provides an abstract syntax tree (AST) in the form of a concrete model for each successfully parsed program.
Once the model representing the program is created, the LF validator performs various semantic checks. This includes simple assertions such as the existence of at most one main (or federated) reactor, whether types declarations are present (in case the target language is statically typed), or whether certain language features are actually supported by the specified target. The validator also performs structural analysis on the composition of reactors to ensure that there are no semantic problems like cyclic instantiations or causality loops (i.e., closed loops of dependent reactions without any delays). The target code blocks in LF programs are treated as a black boxes, and error-checking on them is deferred to the target toolchain.

After validation, a code generator maps the EMF model to constructs in the selected target language. The generated code is then compiled using the target language’s toolchain (unless the target is an interpreted language). Since the LF compiler does not check the embedded target code blocks, it relies on the target compiler to report any issues within those blocks. Similarly, any type-checking, e.g., on the ports of a connection, is deferred to the target compiles. If compilation fails, then the error messages are collected and mapped back to the appropriate locations in the original LF code. Similar to the errors reported during the validation phase, error messages obtained from the target compiler are presented to the user either in the command line output or through the IDE user interface.

### 4.6.2 Code Generators and Runtime Implementations

Lingua Franca is designed to intermix with arbitrary target languages. This polyglot nature of LF enables an interesting symbiosis between the reactor-based coordination model and the unique capabilities provided by the target language. A wide range of supported targets not only accommodates programmers who are used to certain programming styles but also brings features from the target languages to LF, enabling the application of LF to more domains.

As of this writing, LF supports C, C++, Rust, Python, and TypeScript as target languages. Each target consists of a code-generation backend specifically designed for the target language, as well as a runtime environment that supports the execution of LF programs. While the code generators are part
of the main compiler infrastructure, the target runtimes are developed separately and independently (to a varying degree).

There are multiple trade-offs involved in the design of an LF backend. Each of the existing runtime implementations provides unique properties due to the language features and the precise design decisions. For instance, the C runtime is particularly well-suited for bare-metal execution; the C++ target uses high-level language features and is designed to efficiently exploit parallelism by mapping triggered reactions to a pool of worker threads; and the TypeScript target is designed to integrate with the event loop of Node.js.

Depending on the available language features, each target provides unique challenges and opportunities for code generation. For instance, C and Python do not provide a strong type system or other language features that allow for preventing accidental violations of reactor semantics in reaction code. For instance, reaction bodies are not allowed to access state outside their reactor, but there is no reliable way to prevent access to shared state in C or Python.

In the C++ and Typescript targets, reactors are mapped to classes, and the code generators can use various language features to properly encapsulate state, control what is accessible from a reaction body, and enforce the immutability of shared data. For these targets, our measures are sufficient for detecting most accidental violations of reactor semantics at compile time or at runtime. The Rust target can give even stronger guarantees. The strong type system and the guaranteed memory safety of Rust effectively prevent concurrent access to mutable shared state. Given the strong type system of Rust, a verified runtime is also within reach.

### 4.6.3 Diagram Synthesis

The LF toolchain places a strong emphasis on pragmatics to enhance modeling productivity. A key enabler of pragmatics is the ability to automatically synthesize graphical views from a textual model that represents the "ground truth." The LF toolchain uses transient views and automatic layout provided by the KIELER Lightweight Diagrams framework to automatically synthesize diagrams from LF code. In fact, all the diagrams showing reactor programs in this thesis were automatically synthesized from LF code.

The diagrams are created on the fly while the programmer writes code in the IDE. This graphical representation allows for a more intuitive understanding of the topology of connected reactors, particularly when the topology is complex and there are multiple levels of nested instances. Programmers can use the diagram view to focus on different aspects of LF programs by interacting with the diagram and configuring its level of detail. In the default configuration, the LF diagrams aim at providing an abstracted view of the program, and hence details such as the actual code of a reaction are hidden.

In the diagram view of the IDE, reactor instances can be interactively expanded or collapsed to reveal or hide their nested content. This allows the programmer to drill from an abstract overview of the top-level topology of the system down into the dependency relations of individual reactions in reactor instantiations. The diagrams also provide a mechanism for navigating the LF code. When clicking on elements like ports or reactions in the diagram, the text editor jumps to the corresponding position in the LF code. The diagram synthesis also provides valuable support for debugging certain issues in LF programs, in particular causality loops. If a dependency cycle is detected in the LF program, then the involved dependencies are highlighted.
in the diagram, and the interface provides additional filtering options to solely focus on the elements in a cycle.

### 4.6.4 IDE support

Currently, the LF ecosystem supports two IDEs. The first IDE is an Eclipse-based IDE called Epoch.\(^{33}\) It heavily relies on Xtext’s capability for automatically generating Eclipse plugins. Epoch is a standalone application that includes the complete LF compiler. It provides all the basic functionality one would expect from an IDE: code highlighting and completion, compilation, error feedback, and code navigation. Epoch also seamlessly integrates the diagram synthesis.

Xtext also abstracts its implementation from Eclipse through the Language Server Protocol (LSP), which facilitates integrations into various popular IDEs.\(^{34}\) The LF toolchain extends the LSP protocol with support for interactive diagrams to match the seamless integration of code navigation and diagram exploration offered by Epoch. We hence refer to this implementation as a Language and Diagram Server (LDS).

The second major IDE supported by LF is Visual Studio Code. LF support can be added to Code by downloading the Lingua Franca extension from the marketplace.\(^{35}\) The extension bundles the LF language and diagram server and the complete LF toolchain. The extension supports the common editing features. However, it additionally facilitates the polyglot nature of LF by embedding partial support for various target languages in the editor. Although the LF compiler does not parse target code, the language server supplements feedback from the LF compiler with code analyses from target language compilers. Since the KIELER framework also provides a Visual Studio Code extension,\(^ {36}\) the LF extension integrates full support for LF’s diagram generation features.

### 4.6.5 Command Line Tools

The LF ecosystem also provides a set of command line tools, that allow for interacting with the toolchain without the need for an IDE with a graphical user interface. Currently, there are three tools available: `lfc`, `lfd`, and `lff`. `lfc` provides a command line interface for the LF compiler. It compiles all LF programs provided as command line arguments and reports the progress as well as any errors or warnings in the command line output. `lff` is the Lingua Franca formatter. It automatically converts given LF programs to a standardized format. Finally, `lfd` can be used to generate diagrams on the command line.

### 4.7 C++ Runtime and Code Generator

This section presents the C++ runtime and the code generator in more detail. The C++ runtime is designed to exploit parallel resources efficiently and assumes that it is running on top of an OS. The C runtime, by contrast, is optimized for keeping a low footprint in terms of code and memory size and can be compiled for deeply embedded devices. While the C runtime also provides multithreaded execution, it has not been fully optimized for this use case. Moreover, the C runtime requires that the complete program structure be known statically. Any reconfiguration of an LF program using the C target also requires recompilation. The C++ target, in contrast, is designed to allow
for more flexibility, so that parameter values can be changed at program invocation even when this changes the program structure (cf. Section 5.1).

4.7.1 C++ Runtime

The C++ runtime reactor-cpp is designed as a standalone library. It can be used fully independently of Lingua Franca for describing reactor programs in C++. This has two advantages. First, it allows other tools and frameworks to build on top of the reactor library without the need to use Lingua Franca. Second, it creates a clear interface between the LF code generator and the concrete runtime implementation.

The C++ runtime defines several classes that represent the elements of a reactor. The Unified Modeling Language (UML) diagram in Figure 4.17 gives an overview of the core classes provided by the runtime. ReactorElement is the universal base class from which each of the elements of a reactor derives. Most importantly, this base class assigns a name to each element and also gives each element a pointer to its containing reactor. In addition, it defines the virtual methods startup() and shutdown(). These methods are invoked by the runtime before the execution starts and before the execution terminates, respectively. They can be overridden by child classes that implement specific reactor elements, e.g., to perform the scheduling of initial events at startup or to schedule the shutdown trigger at termination.

A Reactor is a special ReactorElement that may contain arbitrary other components. It overrides the startup() and shutdown() methods such that it calls the methods recursively on all contained elements. In addition, the Reactor class defines the abstract method assemble() which provides the main mechanism for constructing reactor programs. The Reactor class serves as a template for the implementation of concrete reactors that derive from the Reactor base class, add arbitrary reactor elements, and provide an implementation of the assemble() method.

The concrete implementation of assemble() is expected to register all elements contained by the reactor, establish any connections between ports within the reactor’s scope, and declare the triggers, sources, and effects of contained reactions. The runtime invokes assemble() recursively in the initialization phase before the execution of the actual reactor program starts. The scheduler leverages the information gathered from the assemble() methods to construct the APG and assign a level to each reaction. Since the APG is constructed at runtime based on the concrete instantiated program structure, no compile-time knowledge of the entire program structure is required.

Other classes that implement ReactorElement are Reaction, BaseAction, and BasePort. Each Reaction has a level, a body, and optionally a deadline and a deadline handler. BaseAction and BasePort are abstract classes that represent ports and actions. They provide an abstraction over concrete actions and ports that are typed. BasePort provides a bind_to method that can be used to create a new connection. It also defines the abstract method cleanup() which is overridden by Port. This method is used for resetting the port’s present flag as well as its value before the scheduler advances to the next tag.

In the terminology of this runtime implementation, any reactor element that may produce new events is considered an action. Consequently, Timer, ShutdownTrigger, and StartupTrigger also implement BaseAction. However, only the classes LogicalAction and PhysicalAction actually expose the schedule method to the user. The BaseAction class defines the methods
Figure 4.17: UML diagram showing the core classes of the C++ reactor runtime.
setup() and cleanup() which can be overridden by concrete implementations. setup() is called by the scheduler right after it advances logical time to the next tag. This may be used to initialize the action with its value if it carries an event at the tag. Similarly, cleanup() is called by the scheduler after all reactions at the current tag have completed their execution. It is commonly used to clear the present flag and reset the current value of the action if applicable. In addition, Timer uses the cleanup() method to schedule its next triggering.

The UML diagram does not show the classes Environment and Scheduler. While the latter provides the scheduler implementation, the former serves as the main entry point for reactor programs. The environment keeps references to the top-level reactors and also stores the APG as well as all other information that is required for managing reactor programs.

### 4.7.2 Ownership Types

The C++ runtime provides two class templates called ImmutableValuePtr and MutableValuePtr that implement smart pointers. They are used for modeling ownership and access restrictions of values stored in ports and actions.

ImmutableValuePtr is a wrapper around an std::shared_ptr. Similarly to std::shared_ptr, it allows for shared access to an object, and multiple references may exist. However, ImmutableValuePtr only provides const access to the underlying object and hence enforces immutability. This is important for avoiding unexpected data races when multiple reactors receive the same value. All values returned when calling get() on a port or action are wrapped in an ImmutableValuePtr.

MutableValuePtr is a wrapper around an std::unique_ptr. It ensures that there is only a single reference to the object, but the owner of the object may mutate it. This is convenient for creating new values and modifying them, before they are sent to the next reactor via a port. When passing a MutableValuePtr to the schedule method of an action or the set method of a port, the MutableValuePtr needs to be moved, which implicitly creates a new ImmutableValuePtr and invalidates the old reference. If a reaction needs to modify the data that it receives, it can also create a MutableValuePtr from an ImmutableValuePtr. This, however, requires copying the underlying data in case there is more than one reference.

### 4.7.3 Code Generator

The LF code generator for the C++ target effectively serializes an LF program. Each construct in the LF language is converted to its equivalent concept in the runtime implementation. In particular, the code generator produces a C++ header and implementation file for each reactor definition. It defines a class that inherits from Reactor and represents the concrete reactor as defined in LF code. The precise contents of the assemble method are automatically synthesized based on the reactor definition. In particular, this includes the creation of connections and the declaration of reaction dependencies.

In addition to the code for each reactor, the code generator synthesizes a main function as the main entry point of the program. The main function is responsible for parsing all command-line arguments. For instance, properties like the fast flag, the number of worker threads, or a timeout may be specified as command-line arguments. In addition, the C++ code generator injects...
code for parsing command-line arguments that represent the parameters of the main reactor. After parsing the command-line arguments, the main function creates a new reactor environment and instantiates the main reactor. Finally, it assembles the program and initiates the execution. Listing 4.18 shows a simplified main function that could be generated for a fictive Hello World program.

```c++
#include "reactor-cpp/reactor-cpp.hh"

// Include the HelloWorld reactor.
#include "HelloWorld/HelloWorld.hh"

int main(int argc, char **argv) {
  bool fast = false;
  reactor::Duration timeout = reactor::Duration::max();
  unsigned workers = std::thread::hardware_concurrency();
  /* Parse command line arguments ... */
  // Create a new environment.
  reactor::Environment e{workers, fast, timeout};
  // Instantiate the main reactor.
  auto main = std::make_unique<HelloWorld> ("HelloWorld", &e, /* parameters */);
  // Assemble the reactor program.
  e.assemble();
  // Start execution.
  auto thread = e.startup();
  // Wait until the execution completes.
  thread.join();
  return 0;
}
```

4.8 Conclusion

This chapter gave a broad introduction to Lingua Franca, a polyglot language that enables deterministic coordination across multiple timelines. The syntax and semantics of LF closely resemble the reactor model. In contrast to a native implementation in the target language, e.g., using the DEAR framework directly in C++, LF makes the definition of reactor programs more accessible. The LF compiler can also statically check various properties of reactor programs and implement stricter scoping rules that prevent accidental violations of the reactor semantics. In addition, LF enables a separation of concerns, where the structure and coordination of components are modeled in LF and the business logic is implemented in the target language.

The discussions in this chapter include several code examples that illustrate how LF can be used to solve various problems. In particular, the presented discussions focus on LF’s ability to coordinate the execution of programs deterministically. LF considers both a logical and a physical timeline, and also coordinates federated programs across multiple timelines. In contrast to many existing languages and frameworks, LF provides deterministic semantics by default but also allows for the introduction of nondeterminism, similar to the Hewitt actor model, where needed.

This chapter illustrated the reactivity, timed semantics and determinism of LF. These properties, combined with the comprehensive tooling that is available,
make Lingua Franca particularly suitable for designing CPS programs. The following chapters consider the scalability of LF programs in more detail.
5 Efficient Deterministic Concurrency

The actor model is widely accepted for programming large concurrent applications, and implementations such as the C++ Actor Framework (CAF)\(^1\) and Akka\(^2\) are known to be fast and efficient at utilizing a larger number of parallel cores. Compared to actors, Lingua Franca imposes various restrictions that amount to a MoC in which fewer behaviors are allowed. This chapter demonstrates that the deterministic ordering of events do not necessarily introduce overhead or higher execution times. In fact, LF is considerably faster than Akka or CAF for many benchmarks.

The core of this chapter is an extensive performance evaluation based on the Savina\(^3\) actor benchmark suite. For this evaluation, we ported most of the Savina benchmarks to LF. Many of the Savina benchmarks are significantly larger than any of the example programs discussed in earlier chapters.

To provide mechanisms for expressing such programs conveniently in LF, Section 5.1 introduces a syntax extension for LF that allows expressing scalable connection patterns. Section 5.2 provides insights on various optimizations that were implemented in the C++ reactor runtime to avoid unnecessary bottlenecks and achieve a performance that is comparable to and even exceeds that of actor frameworks. Finally, Section 5.3 presents and discusses measurement results that were conducted using the Savina benchmark suite.

The language extension, optimizations, and results presented in this chapter were published before in Menard, Lohstroh, et al. 2023, High-Performance Deterministic Concurrency Using Lingua Franca.

5.1 Scalable Connection Patterns in LF

The syntax of Lingua Franca, as introduced in Section 4.2, requires that all reactor instances, ports and connections are listed individually. This may become tedious for larger programs. Consider again, for example, the account program in Listing 4.3 on Page 65. The Account reactor defines two individual input ports, one for each user, and the main reactor instantiates and connects the User reactors individually.

To scale the account example to four users, we would need to add two additional input ports to the Account reactor and two additional instantiations and connections to the main reactor. This explicit listing of all ports, connections and instances is not only cumbersome for the programmer; it also means that the LF code needs to be adjusted and recompiled whenever the problem size changes.

To address this problem, this section introduces a syntax extension for creating multiple ports or reactor instances at once. Further, this section introduces an overloading of LF’s connection operator to create multiple connections at once. This mechanism allows realizing various complex connection patterns in a single line of code and in a parameterizable way, such that LF programs can transparently scale to a given problem size without recompilation. This is a key enabler for implementing the programs of the Savina benchmark suite, which we use in Section 5.3 to evaluate LF’s performance.
5.1.1 Banks and Multiports

Concretely, the extended syntax adds an optional width specification in brackets to the `input` and `output` keywords. If a width is specified, this syntax creates an array of ports or an array of reactor instances. We call such an array of ports a multiport and an array of reactor instances a bank. We further extend the connection operator, such that multiple ports may be listed on either side of the operator in a comma-separated list. Finally, the syntax extension introduces the `broadcast` modifier `(...)~` and the `interleaved` modifier, which provide more control over how the listed ports are connected.

Listing 5.1 summarizes the modified syntax rules.

Using this syntax, we can derive a scalable implementation of the simple account example in Listing 4.3. The code and diagram of the modified version are shown in Listing 5.2. Instead of defining individual inputs, the `Account` reactor defines a multiport input called `request` on line 5. The width of this multiport is given by the `num_users` parameter.

The reaction on line 7 triggers if any of the individual ports in the multiport carry an event. If multiple ports carry an event at the same tag, then the reaction is only triggered and executed once at this tag. Since we cannot know in advance which ports actually carry an event at a particular tag, the reaction body iterates over all ports, checks if a value is present, and then calls the `apply` method for each present request. This small modification allows the `Account` reactor to interact with an arbitrary number of users and truly separates the business logic as implemented in the reaction from how `Account` is used in the system.

Instead of creating individual users, the main reactor instantiates a bank of `User` reactors on line 38. The main reactor also defines the parameter `num_users` which it passes to the account instance and uses to specify the width of the user bank. On line 27, the `User` reactor defines a parameter called `bank_index`. When a reactor is instantiated in a bank and defines a `bank_index` parameter, then the runtime automatically assigns the index of each instance within the bank to the parameter. This allows for the state or the behavior of a reactor to depend on its position within a bank. In this example, each user sends a request at startup with a value that is calculated using the `bank_index` parameter.

The connection operator on line 40 connects the request outputs of all the users to the multiport input of the account. Thereby, it connects the output of the `n`th user to the `n`th port in the input multiport of the account. This pattern implements many-to-one communication.

If the number of ports on the left-hand side and the right-hand side of the connection operator do not match, then some ports remain unconnected.
Listing 5.2: A scalable implementation of the simple account example given in Listing 4.3 using banks and multiports.

```cpp
// target Cpp
reactor Account(num_users: size_t = 4) {
    state balance: float = 0.0
    input[ num_users] request: float

    reaction(request) { =
        for (size_t i{0}; i < num_users; i++) {
            if (request[i].is_present()) {
                apply(i, *request[i].get());
            }
        }
    }

    method apply(user_id: size_t, value: float) { =
        std::cout << "Request for " << value
                  << " from user " << user_id << " was ";
        if (balance + value >= 0) {
            balance += value;
            std::cout << "accepted.\n";
        } else {
            std::cout << "denied.\n";
        }
    }
}

reactor User(offset: time = 0, bank_index: size_t = 4) {
    timer (offset)
    output request: float

    reaction(t) -> request { =
        request.set(15.0 - bank_index * 10.0);
    }
}

main reactor(num_users: size_t = 4) {
    account = new Account(num_users=num_users)
    users = new[num_users] User()

    users.request -> account.request
}
```

Let $n$ and $m$ denote the number of ports on the left and right, respectively. Only the first $\min(n, m)$ ports are connected on either side. If a port remains unconnected, a warning is issued.4

When executing the example program in Listing 5.2, it prints:

```
1 Request for 15 from user 0 was accepted.
2 Request for 5 from user 1 was accepted.
3 Request for -5 from user 2 was accepted.
4 Request for -15 from user 3 was accepted.
```

Note that the number of users can be adjusted arbitrarily. Since `num_users` is a parameter to the main reactor, the LF code generator will also add it to the program’s command line arguments, which allows overwriting the default parameter without recompilation. When running, for example, the command `./bin/MultiportAccount --num_users 6`, the program prints:

```
1 Request for 15 from user 0 was accepted.
2 Request for 5 from user 1 was accepted.
3 Request for -5 from user 2 was accepted.
4 Request for -15 from user 3 was accepted.
5 Request for -25 from user 4 was denied.
6 Request for -35 from user 5 was denied.
```

5.1.2 Connection Patterns

The syntax extension for supporting banks and multiports in LF programs is relatively simple. Yet, it is powerful enough to cover many communication patterns. The following discusses a selection of common patterns that can be conveniently expressed in LF; The presented patterns are extensively used in the Savina benchmark implementations.

Note that the following example programs do not include reactions or other implementation details and solely focus on the connection patterns. The LF diagram synthesis does not show individual reactor or port instances. Therefore, the below diagrams were manually "desugared" to visualize the underlying patterns.

4: If the widths are known statically, the LF validator issues a warning at compile-time. Otherwise, the runtime issues a warning during the initialization phase.
**Fork-Join**

Listing 5.3 gives an example program implementing a fork-join pattern, which combines one-to-many and many-to-one communication. The program defines a `Source` a `Worker` and a `Sink` reactor. `Source` defines a multiport output of width `n`, and `Sink` defines a multiport input of width `n`. `Worker`, however, only defines a single input and output port. The `Worker` reactor is instantiated in a bank of width `n` by the main reactor. The two connection statements in the main reactor each establish `n` connections, one for each pair of multiport and bank instances. The desugared diagram on the right visualizes the individual connections and instances.

**Listing 5.3:** A fork-join pattern using one-to-many and many-to-one connections in LF.

```cpp
1 target Cpp
2 reactor Source(n: size_t = 3) {
3   output[n] out: int
4 }
5 reactor Worker{
6   input in: int
7   output out: int
8 }
9 reactor Sink(n: size_t = 3) {
10  input[n] in: int
11 }
12 main reactor(n: size_t = 3) {
13   src = new Source(n=n)
14   dst = new Sink(n=n)
15   wrk = new[n] Worker()
16   src.out -> wrk.in
17   wrk.out -> dst.in
18 }
```

In this example, the source reactor has to produce three separate values and send them to the workers individually. The broadcast modifier (\ldots)\+ can be used instead to broadcast a single value to all workers. The program in Listing 5.4 configures the source reactor to use only a single output by setting `n=1`. By using the broadcast modifier on line 11, we can replicate `src.out` and connect it to the inputs of all workers.

**Listing 5.4:** A fork-join pattern using a broadcast connection in LF.

```cpp
1 target Cpp
2 import Source, Sink, Worker
3 from "ForkJoin.lf"
4 main reactor(n: size_t = 3) {
5   src = new Source(n=1)
6   dst = new Sink(n=n)
7   wrk = new[n] Worker()
8   (src.out)+ -> wrk.in
9   wrk.out -> dst.in
10 }
```

In either variant, any reactions contained in one of the workers may execute in parallel to the reactions of all other workers.

**Cascade Composition**

Using banks and multiports, we can also conveniently compose cascades of reactors. This is illustrated by the program in Listing 5.5. The connection operator sequences all ports listed on the left- and right-hand sides and connects the `n`th port on the left-hand side to the `n`th port on the right-hand side. By offsetting the left-hand side of the connection statement in line 10 with a single source port and appending the sink port to the right-hand side, we can effectively arrange the connections to form the cascade shown in the diagram on the right.
Listing 5.5: A cascade pattern using a bank in LF.

```cpp
import Source, Sink, Worker from "ForkJoin.lf"

main reactor(n:size_t=2) {
    src = new Source(n=1)
    dst = new Sink(n=1)
    wrk = new[n] Worker()
    src.out, wrk.out -> wrk.in, dst.in
}
```

**Fully Connected**

The connection operator also connects multiports within banks. In this case, the operator will implicitly unfold all port instances on both sides of the connection to form a flat list of ports. The unfolding happens such that we first list all ports of the first bank instance, then all ports of the second instance, and so on. In principle, we can use this to connect all reactor instances within a bank to all other instances to create a fully connected graph.

The program in Listing 5.6 attempts to create such a pattern. However, the connection operator on line 10 uses the same unfolding strategy on either side of the connection. When we consider the diagram, it becomes obvious that the resulting pattern is not very useful. Each reactor instance is connected to itself.

**Listing 5.6: An attempt at many-to-many communication in LF.**

```cpp
reactor Node(n:size_t=3) {
    input[n] in : int
    output[n] out : int
}

main reactor(n:size_t=3) {
    node = new[n] Node()
    node.out -> node.in
}
```

Using the `interleaved` modifier on either side of the connection, we can modify the unfolding strategy. The interleaved strategy first lists all first port instances within all bank instances, then the second port instances within all bank instances, and so on. By applying `interleaved` to the ports on the right side of the connection operator, the program in Listing 5.7 creates the desired fully connected pattern. This allows each node to send and receive messages to and from all other nodes. Thereby, the nth output or input port corresponds to the nth instance of the node.

**Listing 5.7: Many-to-many communication in LF using the `interleaved` modifier.**

```cpp
import Node from "FullyConnected.lf"

main reactor(n:size_t=3) {
    node = new[n] Node()
    node.out -> interleaved(node.in)
}
```
5.2 Optimized Reactor Scheduler

Section 3.1.4 discusses the principle strategy for executing reactor programs and provides a pseudo code implementation of the main scheduling procedure in Listing 3.3. While we can use this as a blueprint for an actual scheduler implementation, the resulting scheduler will likely be inefficient. This section discusses various optimizations that were implemented in the C++ reactor runtime in order to exploit parallelism more efficiently and avoid performance bottlenecks.

5.2.1 Sorting the APG

As discussed in Section 3.1.3, we can generate an APG for each reactor program to capture the dependency constraints between reactions. Figure 5.1, for instance, shows the dependency graph for the account example program with a proxy delay in Listing 4.5. The scheduler can use this graph to identify which reactions may execute in parallel and when to wait for previous reactions to complete. The algorithm in Listing 3.3 assumes the existence of a procedure called getReadyReactions that filters the set of triggered reactions and returns a set of ready reactions. Implementing this procedure efficiently, however, is challenging.

In order to identify if a reaction is ready for execution, we need to traverse the graph and check if all dependent reactions are either not triggered or have completed executing. This operation can be costly if the APG is large, especially since the scheduler needs to perform it repeatedly for each reaction. The C++ runtime, instead, implements a conservative approach. In the initialization phase, the APG is sorted by level (also called top level). The level of a reaction is the length of the longest path to the reaction from any root of the graph. The graph in Figure 5.1 is sorted by level.

Using the assigned levels, we know that any two reactions with the same level may be executed in parallel. However, if reactions have different levels, then we must assume that there is a dependency from the reaction with the higher level to the reaction with the lower level. Therefore, the strategy is conservative. The level assignment allows deciding quickly if two reactions may execute in parallel, but it may miss opportunities for exploiting parallelism. For instance, the second reaction of account in principle could execute in parallel to the second proxy reaction, but when only considering the level, we must assume that there is a dependency.

Using the level mechanism, implementing the getReadyReactions procedure becomes trivial. Listing 5.8 shows one possible implementation. It assumes a global variable that stores the current level. Furthermore, it assumes that getReadyReactions is only called once all reactions from the previous level have finished executing. If the reaction queue $Q_i$ is implemented as a map of levels to a list of reactions, then filtering for all reactions with a specific level becomes trivial and very efficient.

5: Kwok and Ahmad 1999, Static Scheduling Algorithms for Allocating Directed Task Graphs To Multiprocessors.

6: We can also use an array where the index represents the level.
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The level-based scheduling approach was described before by Lohstroh\(^7\) and is used in all the runtime implementations that are available for Lingua Franca. While the strategy is conservative, it is sufficient to exploit parallelism in most cases, as the evaluation in the next section shows.

5.2.2 Coordinating Worker Threads

Figure 3.4 and the discussion in Section 3.1.4 conceptually distinguish the scheduler and the worker threads. In an actual implementation, however, using a central scheduler and separate worker threads introduces several synchronization points. The scheduler needs to send work to the workers, and the workers need to notify the scheduler when they are finished. Instead, in our implementation, a thread that runs out of work tries to become the scheduler and moves ready reactions to the ready queue or advances logical time to the next tag if all reactions have been processed. Only one worker thread can become the scheduler, and all other workers that run out of work will go to sleep until they are woken up again by the scheduler.

Listing 5.9 shows the work procedure, which is the main function that each worker thread executes.\(^8\) Determined by the thread ID, one worker calls the runScheduler procedure to perform the initial scheduling (line 4). Each worker enters an infinite while loop. In this loop, the worker thread first attempts to retrieve a reaction from the ready queue (line 7). This operation may block if there are no more reactions in the queue. Thus, the worker thread will wait until it can retrieve a ready reaction from the queue. Once the worker thread has retrieved a ready reaction, it executes the reaction. When the reaction execution completes, the worker thread decrements the atomic variable \(n_R\), which denotes the number of remaining ready reactions to be processed (line 10). The atomicDecrement procedure returns the previous value of the variable (before decrementing). Thus, if the atomic

---

Listing 5.8: Level-based implementation of the getReadyReactions procedure.

Listing 5.9: Main work function executed by each worker.

---

\(^7\) Lohstroh 2020, Reactors: A Deterministic Model of Concurrent Computation for Reactive Systems.

\(^8\) The shown procedure is simplified and does not include details like termination.
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decrement returns 1, we know that the current worker thread just completed executing the last ready reaction. It then calls runScheduler to schedule the next round of reactions. Since this point can only be reached by one worker thread and the other worker threads can only continue execution once we fill the ready queue, we have achieved mutual exclusion, and there is no need for using locks.

5.2.3 Lock-free Data Structures and Algorithms

The reaction and event queues and other data structures that are required for bookkeeping (e.g., a list of all set ports) are shared across worker threads. To avoid data races, access to these data structures needs to be guarded. However, using mutexes and locks for synchronization proved to be inefficient due to high contention on the shared resources, especially when many parallel reactions set ports or schedule actions. Instead, the C++ scheduler utilizes lock-free data structures and algorithms where possible. One example of this was already given by the work procedure Listing 5.9, which uses a non-blocking atomic decrement operation to determine when to schedule and to guarantee mutual exclusion between the scheduling thread and the other worker threads.

The ready queue is implemented as a fixed-size array paired with an atomic counter \( n_R \) that denotes the number of ready reactions. Since we know precisely how many reactions can run at most in parallel, i.e., the maximum number of reactions in the APG that have the same level, we can fix the size of the queue. Listing 5.10 gives a pseudocode implementation of the readyQueuePop that returns a single reaction from the queue. The procedure first atomically decrements the queue size counter \( n_R \). If the old size \( n \) (from before the decrement operation) is positive, then there are remaining elements in the queue and we can return the \( n - 1 \)th element (line 8). Otherwise, the procedure enters the while loop, where it tries to acquire the counting semaphore \( s \). Once the worker thread has acquired the semaphore, it tries again to decrement the queue size.

Listing 5.10: Implementation of the readyQueuePop procedure.

```
1: procedure readyQueuePop()
2:   \( n \leftarrow \text{atomicDecrement}(n_R) \)
3:   while \( n \leq 0 \) do
4:      acquireSemaphore(s)
5:      \( n \leftarrow \text{atomicDecrement}(n_R) \)
6:   return \( R[n - 1] \)
```

The purpose of the semaphore is twofold. First, it provides a simple mechanism for blocking and unblocking a worker thread. Second, the counting semaphore allows for precise control of the total number of worker threads that may execute at a given point. When filling the queue, we can wake up precisely as many worker threads as there are reactions to be processed in parallel. This allows for precise control of the parallelism and avoids waking up threads unnecessarily if there is not a sufficient number of parallel reactions to utilize all worker threads.

Listing 5.11 gives an implementation of the readyQueueFill procedure, which is the counterpart to the readyQueuePop procedure. It is used by the scheduler to move the list of ready reactions at the next level obtained via GetReadyReactions to the ready queue \( R \).
The procedure first updates the ready queue. It then uses an atomic exchange operation to assign the new size of the reaction queue to $n_R$ and simultaneously retrieve its old size and store it in the variable $n$. Note that the value of $n$ could be negative. If more workers attempt to pop a reaction from the queue than there are elements in the queue, then the atomic decrement operations in $\text{readyQueuePop}$ result in a negative value. $|n|$ denotes precisely the number of workers that attempted to pop a reaction from the queue but had to wait instead.

The scheduler holds a variable $\text{waitingWorkers}$ and uses it to keep track of the number of workers that are currently in a waiting state (i.e., that are blocking on the semaphore or about to call the acquire procedure on the semaphore). Line 6 increments the number of waiting workers by $|n|$. Based on this, we can also calculate the number of workers that are still running. These are worker threads that executed past line 10 in Listing 5.9, but that did not yet attempt to retrieve the next reaction. Finally, line 9 calculates how many worker threads should be woken up. At most, this should be the number of waiting threads. Also, we should not wake up more workers than there are reactions to execute. The number of additional workers needed to execute all reactions in parallel is $|R| - \text{runningWorkers}$. Therefore, the procedure takes the minimum of both and then releases the semaphore, incrementing its counter by this value.

There are many occasions where the C++ runtime utilizes lock-free data structures and algorithms to orchestrate access to shared resources. However, there are too many to explain them all in detail. The presented procedures are therefore exemplary for a range of implemented optimizations.

### 5.2.4 Sparse Multiports

Often, reactions that are triggered by a multiport input need to identify which ports actually have a present value. This is typically done by iterating over all ports, as shown in the example in Listing 5.2. Let $n$ denote the width of the multiport and $p$ the number of present ports. If the multiport width is large and communication is sparse ($p \ll n$), then iterating over all ports and checking for presence individually is inefficient ($O(n)$).

The optimized C++ runtime provides additional methods on multiports that return only the present ports. Internally, the runtime uses a lock-free buffer for each multiport to keep track of the ports that are actually set at a given tag. The method $\text{present_indices_unsorted}$ returns this buffer as an unsorted list of all the present indices. When using this method, iterating over all present ports in the reaction body has complexity $O(p)$. However, the port indices returned by this method may have an arbitrary order if the ports are set by concurrent reactions. If a fixed order is required,
present_indices_sorted can be used to obtain a sorted list of indices. The sorting has complexity $\mathcal{O}(p \cdot \log(p))$.

## 5.3 Performance Evaluation

Using the runtime optimizations as well as the bank and multiport syntax extension discussed in the previous section, this section evaluates the performance of LF programs in the C++ target. This is done by porting a range of actor benchmarks to LF and comparing their performance to implementations using Akka and CAF.

### 5.3.1 Methodology

The evaluation is based on the Savina benchmark suite for actor languages and frameworks.\(^9\) While this suite has several issues, as Blessing et al. discuss in more detail,\(^10\) Savina covers a wide range of patterns and, to the best of our knowledge, is the most comprehensive benchmark suite for actor frameworks that has been published. The Savina suite includes Akka implementations and CAF implementations of most benchmarks are also available.

22 out of the 30 Savina benchmarks were ported to the C++ target of LF. Due to the fundamental differences between the actor and reactor models, the process of porting benchmarks is not always straightforward. The porting process aimed at closely resembling the original workloads and considered the intention behind the individual benchmarks. The next subsection discusses the implementation of selected benchmarks in more detail.

The benchmarks Fork Join (actor creation), Fibonacci, Quicksort, Bitonic Sort, Sieve of Eratosthenes, Unbalanced Cobwebbed Tree, Online Facility Location, and Successive Over-Relaxation were not implemented in LF as they require the capability to dynamically create actors. In the reactor model, this can be achieved with mutations that may modify the reactor topology.\(^11\) However, mutations are not yet fully implemented in LF, and a discussion of language-level constructs for supporting mutations is beyond the scope of this thesis. Although the precise cost of performing mutations is currently unknown, this cost will mostly depend on how efficiently the APG can be modified. Since the APG remains static in between mutations, we expect no difference in performance for the execution of reactions, and hence the results discussed here yield measurements that will be useful even when mutations are eventually supported.

The presented evaluation also excludes the A*-Search and Logistic Map Series benchmarks. The A*-Search implementation in the original Savina suite suffers from a severe race condition that results in wildly varying execution times.\(^10\) Logistic Map Series is omitted, as the Akka implementation violates actor semantics and requires explicit synchronization.\(^10\) For this reason, the CAF implementation needs to use a blocking call, which makes it slower than the other implementations by at least two orders of magnitude. Since this is not a problem of CAF but rather a problem in the benchmark design, we omit Logistic Map Series to avoid skewing the analysis.

All measurements were performed on a workstation with an Intel Core i9-10900K processor (10 cores, 20 hardware threads) and 32 GiB DDR4-2933 RAM running Ubuntu 22.04 and using CAF version 17.6 and Akka version 2.6.17. Following the methodology of Savina, measurements exclude initialization and cleanup. Each measurement comprises 32 iterations. The first two iterations are excluded from the analysis and used for warm up.

---

Table 5.1: Characteristics of the Savina benchmarks implemented in LF. The middle part denotes static information about the size of the program, and the right part denotes runtime information about the execution of the program.

<table>
<thead>
<tr>
<th>ID</th>
<th>cat. concurrency</th>
<th>benchmark</th>
<th>reactors</th>
<th>reactions</th>
<th>actions</th>
<th>set ports</th>
<th>scheduled actions</th>
<th>time per reaction [ns]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>micro</td>
<td>Ping Pong</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>8</td>
<td>4</td>
<td>1,000,004</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>103</td>
<td>109</td>
<td>3</td>
<td>406</td>
<td>203</td>
<td>1,000,005</td>
</tr>
<tr>
<td>3</td>
<td>micro</td>
<td>Counting Actor</td>
<td>4</td>
<td>11</td>
<td>3</td>
<td>12</td>
<td>6</td>
<td>1,000,005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>63</td>
<td>67</td>
<td>3</td>
<td>65</td>
<td>62</td>
<td>1,000,005</td>
</tr>
<tr>
<td>7</td>
<td>concurrency</td>
<td>Chameneos</td>
<td>103</td>
<td>208</td>
<td>3</td>
<td>20,404</td>
<td>10,202</td>
<td>4,005</td>
</tr>
<tr>
<td>8</td>
<td>concurrency</td>
<td>Big</td>
<td>123</td>
<td>487</td>
<td>122</td>
<td>57,964</td>
<td>29,042</td>
<td>20,004</td>
</tr>
<tr>
<td>9</td>
<td>concurrency</td>
<td>Concurrent Dictionary</td>
<td>24</td>
<td>30</td>
<td>3</td>
<td>146</td>
<td>83</td>
<td>10,004</td>
</tr>
<tr>
<td>10</td>
<td>concurrency</td>
<td>Concurrent Sorted Linked List</td>
<td>24</td>
<td>31</td>
<td>4</td>
<td>145</td>
<td>83</td>
<td>8,005</td>
</tr>
<tr>
<td>12</td>
<td>concurrency</td>
<td>Dining Philosophers</td>
<td>23</td>
<td>71</td>
<td>3</td>
<td>224</td>
<td>122</td>
<td>20,004</td>
</tr>
<tr>
<td>13</td>
<td>concurrency</td>
<td>Sleeping Barber</td>
<td>2,005</td>
<td>8,017</td>
<td>5</td>
<td>24,014</td>
<td>12,008</td>
<td>4,004</td>
</tr>
<tr>
<td>14</td>
<td>concurrency</td>
<td>Cigarette Smokers</td>
<td>203</td>
<td>208</td>
<td>4</td>
<td>404</td>
<td>202</td>
<td>1,005</td>
</tr>
<tr>
<td>16</td>
<td>concurrency</td>
<td>Bank Transaction</td>
<td>1,003</td>
<td>3,007</td>
<td>3</td>
<td>2,004,004</td>
<td>1,002,002</td>
<td>79</td>
</tr>
<tr>
<td>11</td>
<td>parallelism</td>
<td>Producer Consumer (bounded)</td>
<td>83</td>
<td>209</td>
<td>42</td>
<td>484</td>
<td>282</td>
<td>1,005</td>
</tr>
<tr>
<td>17</td>
<td>parallelism</td>
<td>All-Pairs Shortest Path</td>
<td>45</td>
<td>115</td>
<td>38</td>
<td>873</td>
<td>798</td>
<td>304</td>
</tr>
<tr>
<td>19</td>
<td>parallelism</td>
<td>N Queens First K Solutions</td>
<td>23</td>
<td>30</td>
<td>4</td>
<td>124</td>
<td>62</td>
<td>256</td>
</tr>
<tr>
<td>20</td>
<td>parallelism</td>
<td>Recursive Matrix Multiplication</td>
<td>23</td>
<td>50</td>
<td>4</td>
<td>105</td>
<td>62</td>
<td>37</td>
</tr>
<tr>
<td>22</td>
<td>parallelism</td>
<td>Radix Sort</td>
<td>64</td>
<td>248</td>
<td>63</td>
<td>186</td>
<td>123</td>
<td>899,962</td>
</tr>
<tr>
<td>23</td>
<td>parallelism</td>
<td>Filter Bank</td>
<td>54</td>
<td>141</td>
<td>3</td>
<td>254</td>
<td>150</td>
<td>34,821</td>
</tr>
<tr>
<td>28</td>
<td>parallelism</td>
<td>Trapezoidal Approximation</td>
<td>103</td>
<td>108</td>
<td>3</td>
<td>404</td>
<td>202</td>
<td>5</td>
</tr>
<tr>
<td>29</td>
<td>parallelism</td>
<td>Precise Pi Computation</td>
<td>23</td>
<td>30</td>
<td>4</td>
<td>84</td>
<td>42</td>
<td>213</td>
</tr>
</tbody>
</table>
5.3.2 Benchmark Implementation in LF

Table 5.1 provides an overview of all the Savina benchmarks that were ported to LF and that are included in our discussion. The table also lists various key characteristics of the LF implementations. The middle section displays characteristics about the size of each program, such as the total number of reactors, reactions, actions, ports, and connections. The right section shows details about the benchmark execution, such as the number of tags (or events) that were processed, the number of executed reactions, and how often ports were set and actions scheduled. Finally, the average time per executed reaction gives an estimate of the size of the workload implemented in each reaction.

As indicated in Table 5.1, the Savina benchmarks are divided into three categories: micro, concurrency and parallelism. The microbenchmarks focus on stressing various mechanisms in the runtime scheduler to expose overheads in the runtime. The concurrency benchmarks have a similar goal, but they put more focus on the concurrent operation of (re)actors and also require synchronization mechanisms to solve the particular problem. Since the micro and concurrency benchmarks are designed to stress the runtime and scheduler, the workload implemented in each (re)actor is relatively small (except for Concurrent Sorted Linked List). The benchmarks in the parallelism category are designed to test the capability to exploit parallel hardware efficiently and hence the workload implemented by each (re)actor is more significant (except for Radix Sort).

The interested reader may find the full LF implementation of all implemented benchmarks on GitHub. The remainder of this section discusses implementation details for selected, representative benchmarks.

The execution of all benchmarks in the original Savina suite is governed by an actor called BenchmarkRunner, responsible for initiating a benchmark run and measuring the time until each benchmark run completes. This enables performing measurements in repeated iterations while keeping caches (and the JVM in case of Akka) warm. The LF benchmarks adapt this mechanism and use the BenchmarkRunner reactor shown in Figure 5.2. The runner has two ports: start and finished. While start is used to initiate a benchmark run, finished is used to receive feedback from the actual benchmark when it completes its execution.

The LF implementation for each of the benchmarks defines a reactor for each actor in the original Savina implementation and a connection for each message that can be sent between actors. For instance, Figure 5.3 shows the LF implementation of the Ping Pong benchmark. The benchmark consists of two (re)actors, Ping and Pong that send each other messages back and forth. When Ping receives a message on the inStart port, it schedules a new event using its internal action. The reaction triggered by this action then sends the first ping message. Pong reacts to this message by sending a pong message back to Ping, which in turn reacts by scheduling a new event on the internal action to repeat the process. Once all 1,000,000 ping and pong messages have been sent and received, the benchmark is complete.
messages have been sent, the Ping reactor does not schedule a new event but instead notifies the benchmark runner to indicate that the benchmark execution is complete.

Note the use of the logical action to break the dependency cycle between Ping and Pong. If we merged reactions 2 and 3 of Ping to send another ping message right after receiving a pong message, there would be a causality loop. The loop is broken up by scheduling a new event and sending the ping message at the next tag. All the Savina benchmarks have a direct feedback loop, and thus, where needed, logical actions were carefully inserted to break dependency cycles.

The concurrency benchmarks are particularly interesting as we can utilize LF’s semantics to implement them efficiently. The Concurrent Dictionary benchmark, for instance, consists of a Dictionary (re)actor that receives read or write requests from 20 Worker (re)actors. The dictionary processes each request and sends a reply back to the workers. Figure 5.4 shows our LF implementation. It instantiates a bank of worker reactors that communicate with the dictionary via multiports. The workers operate concurrently, and each invocation of the worker reaction is logically simultaneous with the other workers. In consequence, the dictionary will receive multiple logically simultaneous requests from the workers. This notion of logical simultaneity allows the dictionary reactor to effectively batch-process all the requests received at a single tag in a single reaction. The dictionary reaction iterates over all present messages on the request port and processes the requests sequentially.

In the actor implementations of the Concurrent Dictionary benchmark, however, the dictionary can only process individual requests as there is no notion of simultaneity. Thus, the runtime needs to invoke the actor behavior repeatedly, which adds additional overhead. Moreover, the particular order in which the dictionary actor processes requests is nondeterministic. Since the workers send interleaving read and write requests, they may observe different responses depending on the order in which dictionary processes the requests. LF’s notion of logical time establishes a deterministic ordering.
between messages and allows observing all the present inputs at a given tag at once.

We can make a similar observation for the Dining Philosophers benchmark. The LF implementation in Figure 5.5 uses an arbitrator reactor and a bank of 20 philosopher reactors. The philosophers think and eat concurrently. In order to start eating, philosophers send a hungry message to the arbitrator, which replies with eat or denied. When a philosopher finishes eating, they indicate this with a done message. If the request to eat in denied, the philosopher sends a new hungry message.

![Diagram of the Dining Philosophers benchmark](image)

**Figure 5.5**: LF implementation of the Dining Philosophers benchmark.

While the philosophers operate concurrently, the arbitrator can process all logical simultaneous hungry requests in one batch. In this concrete benchmark, this has the additional advantage that the arbitrator always knows which philosophers are hungry at a particular tag and can therefore find a fair strategy to grant the resources to the philosophers. In an actor implementation, the arbitrator can only make decisions for individual messages, which makes it much harder to find a fair solution. The original Savina implementation “solves” this simply by having each philosopher send another hungry message immediately after receiving a denied message. This increases the chance for each philosopher to eat eventually, but it also adds a significant amount of unnecessary messages.

In our measurements, the Akka implementation of the philosopher benchmark used about 10 million hungry messages, whereas the LF implementation used about 200,000 hungry messages. Of course, it would be possible to implement other, more elaborate, arbitration strategies with actors, but compared to the Lingua Franca solution, this would always come with additional cost in terms of code size and also overhead for additional messages.

The LF implementation of Dining Philosophers could even be further simplified. Since there is no delay between sending an eat message in reaction 2 of the arbitrator, eating in reaction 2 of the philosopher, and processing the done message in reaction 3 of the arbitrator, all three steps are logically simultaneous. Since the runtime scheduler first completes processing all reactions at the current tag before moving to the next tag (cf. Section 3.1.4), the done message is redundant. When the arbitrator reaction is invoked to decide which philosopher may eat, it knows that all philosophers from the previous round must have completed eating at the previous tag. However, we decided to keep the done message to avoid deviating too much from the original benchmark implementation. This also allows for alternative implementations of the philosopher reactor, which might use a delay internally and send done messages at a later tag.

The advantage of LF’s synchronous semantics also becomes evident in the Filter Bank benchmark shown in Figure 5.6. It applies a cascade of filters...
to eight parallel channels in a data stream. The output of each filter bank is then combined into a single stream. The combine operation is applied to the \( n \)th output message of each bank. This is trivial in LF, as the output messages are logically synchronous. The actor implementation, however, requires an additional protocol to explicitly synchronize the outputs of the asynchronously operating banks. The original Savina implementation utilizes an additional Tagger actor that annotates the output messages of each bank with a tag indicating the ID of the bank. A so-called Integrator actor buffers the tagged messages from all banks. Once it receives a complete set of messages from all banks, it forwards them as one message to the Combine actor. As this synchronization mechanism is fully redundant in LF, it is omitted from the LF implementation of the benchmark.

### 5.3.3 Results and Discussion

Figure 5.7 reports measured results for all supported benchmarks obtained with Akka, CAF, and the C++ target of LF. The plots show the mean execution times (including 99% confidence intervals) for a varying number of worker threads for each of the benchmarks. Not all benchmarks are implemented in CAF, and hence CAF is missing in some plots.

The first six plots in Figure 5.7 belong to the group of microbenchmarks in the Savina suite. Overall, the optimized C++ runtime shows comparable performance to Akka and CAF. In Ping Pong and Thread Ring, the LF implementation is considerably faster than Akka but is still outperformed by CAF. For Counting Actor and Big, Akka performs better, and the LF performance is slightly behind CAF. In Fork Join and Chameneos, the LF implementation outperforms both Akka and CAF, especially when using a larger number of worker threads.

The next six plots (Concurrent Dictionary to Bank Transaction) belong to the group of concurrency benchmarks. LF significantly outperforms CAF and Akka in all the concurrency benchmarks (especially for a high number of worker threads). This highlights how concurrent behavior is expressed naturally in LF and can be executed efficiently. As discussed in the previous subsection, we can exploit the well-defined notion of logical simultaneity in LF to execute independent reactions in parallel and batch-process simultaneous messages from multiple reactors in a single reaction. Moreover, no
Figure 5.7: Mean execution times and 99% confidence intervals for various Savina benchmarks implemented in LF, CAF, and Akka, measured for a varying number of worker threads. The numbers prefixed with # are benchmark IDs as listed in Imam and Sarkar 2014, Savina – An Actor Benchmark Suite: Enabling Empirical Evaluation of Actor Libraries.
explicit synchronization is needed. In the actor benchmarks, explicit synchronization, e.g., by sending acknowledge messages or using blocking calls, adds additional overhead.

The remaining plots belong to the group of parallelism benchmarks in the Savina suite. Radix Sort and Filter Bank are affected by an inefficiency in the reactor scheduler. As discussed in Section 5.2.1, the scheduler sorts the APG by level and executes reactions in the next level only after all reactions in the previous level have been completed. In these particular benchmarks, this simple strategy leads to a non-optimal execution, as some reactions are executed later than they could. A revision of the scheduling algorithm to improve the performance in these benchmarks remains for future work. The remaining parallelism benchmarks, however, highlight that LF can efficiently implement parallel algorithms. The LF implementations are on par with Akka and CAF and scale well with an increasing number of threads.

On average, LF outperforms both Akka and CAF. For 20 threads, the C++ runtime achieves a speedup of 1.85x over Akka and a 1.42x speedup over CAF. These speedups were calculated using the geometric mean over the speedups of individual benchmarks. Based on the presented results, we can conclude that LF can compete with and even outperform modern and highly optimized actor frameworks such as Akka and CAF. Particularly for workloads that require synchronization, LF significantly outperforms actor implementations. LF is as efficient as the actor frameworks in exploiting parallelism and scales well to a larger thread count. In summary, the deterministic concurrency provided by LF does not hinder performance but, instead, enables more efficient implementations. This is possible in part because the scheduler has insights into the program structure and explicit synchronization can be avoided in LF, as opposed to many of the original Savina actor benchmarks.

The performance comparison between C++ and Scala (Akka) needs to be taken with care, as other factors such as different library implementations and the behavior of the Java Virtual Machine (JVM) may influence performance. For instance, the large discrepancy between Akka and our implementation in the Pi Precision benchmark is explained by a less efficient representation of large numbers in Scala/Java. However, the other benchmarks of the Savina suite do not depend on external libraries and are designed to be more portable between languages. Also note that over all benchmarks, CAF only achieves an average speedup of 1.09x over Akka for 20 threads and is outperformed in 9 out of 16 benchmarks. For single-threaded execution, Akka outperforms CAF in 10 benchmarks and achieves an average speedup of 1.33x. This indicates that the implemented Scala workloads are comparable to the C++ implementations. Even considering a potential skew due to the JVM, our results clearly show that LF can compete with state-of-the-art actor frameworks.

To better understand the impact of the optimizations discussed in Section 5.2, Figure 5.8 also shows the speedup of our optimized runtime for 20 worker threads compared to a less optimized version. This baseline is an older version of the C++ runtime that is optimized in the sense that obvious bottlenecks were eliminated using common profiling and code optimization techniques, but that does not include the optimizations discussed in Sections 5.2.2 to 5.2.4. The average overall speedup (geometric mean) achieved by the optimizations is 2.18x. In particular, Big and Bank Transaction significantly benefit from the optimization for sparse communication patterns. The concurrency benchmarks (e.g., Concurrent Dictionary and Dining Philosophers), are mostly improved by reducing the contention on shared resources using lock-free algorithms. However, not all benchmarks benefit from the optimizations. The reduced performance in Ping Pong and Counting Actor shows that
5.4 Conclusion

Unlike actors and related models for asynchronous concurrency, the reactor model enforces determinism by default, and features asynchronous behavior only when introduced deliberately. The presented evaluation based on Lingua Franca’s C++ target, shows that the restrictions of the reactor model do not impede performance. On the contrary, LF achieves an average speedup of 1.85x over Akka and 1.42x over CAF. The LF C++ target combines reproducible (and testable) behavior with good performance. Moreover, the implementation of a wide range of benchmarks out of the Savina benchmark suite demonstrates that LF is indeed suitable for solving practical problems. The presented results underline the general applicability and the scalability of LF.
The previous chapter considered the scalability of LF and demonstrated that LF programs can achieve a high performance and even exceed the performance of actor frameworks for various problems. However, most of the Savina benchmarks used in this evaluation expose a regular structure that matches well with the simple level-based scheduling algorithm that Section 5.2.1 introduced. There is also a range of patterns for which our scheduling algorithm cannot fully exploit parallelism.

This chapter focuses on the known limitations of the scheduling mechanism introduced in Section 5.2. We discuss known patterns for which the scheduler cannot fully exploit parallelism or where the execution of some reactions is delayed longer than necessary. This chapter also proposes a solution which that on partitioning reactor programs into multiple segments that use independent schedulers but that need to use coordination strategies similar to federated execution (cf. Section 4.5).

6.1 Problem Analysis

This section discusses various examples that illustrate how the current scheduling algorithm may negatively impact performance and timeliness of execution.

6.1.1 Pipeline Parallelism

Consider the cascade of reactors shown in Figure 6.1. It consists of a source and a sink reactor, as well as three stages that perform some computation. Ideally, we would be able to exploit pipeline parallelism when executing this program. While each data item produced by the source is processed in sequential order by the stages, in principle, different stages could process different data items in parallel.

When using the scheduling algorithm discussed in Sections 3.1.4 and 5.2, however, the program is executed strictly sequentially. Figure 6.3 shows the corresponding timing diagram. This is because the reaction in each stage of the cascade depends on the reaction in the previous stage (cf. Figure 6.2). Furthermore, the scheduler only advances to the next tag once all reactions at the current tag have been executed. In other words, the scheduler imposes a global tag barrier, and different reactors may not operate at different tags.

In order to convert the cascade into a pipeline, such that the stages may execute in parallel, we can insert logical delays between the stages, as shown.
in Figure 6.4. Inserting logical delays breaks the dependencies between the pipeline stages (cf. Figure 6.5). By choosing a delay equal to the interval of the timer that triggers the production of new data items in the source reactor, we ensure that the events between stages are logically simultaneous.

Figure 6.4: A simple reactor pipeline with delays in between stages.

Figure 6.6 shows the timing diagram for this pipeline application. At the initial tag $g_0 = (0, 0)$ only the source reactor is triggered by the timer. In the next tag $(10 \text{ ms}, 0)$, the source produces a new data item, and the first stage processes the previous data item in parallel. Starting from tag $(40 \text{ ms}, 0)$, all stages may execute in parallel, given that there is a sufficient amount of worker threads available.

While we can use logical delays to parallelize the execution of the program shown in Figure 6.1, inserting delays is not always desirable as it decreases consistency (cf. Section 4.5.4). Moreover, the described approach only works if the delays between pipeline stages are chosen carefully to always match the production rate, which is not always possible.

### 6.1.2 Variability in Parallel Reactions

Most of the benchmarks considered in Section 5.3 use a regular program structure such that the workload is distributed evenly between parallel reactions. The workload performed by each reaction is quite uniform, and the variability in reaction execution time is negligible. However, when we increase the jitter in reaction execution time, e.g., because the complexity of the computation is data-dependent, then another problem arises.

Consider the program in Figure 6.7, which combines pipeline parallelism with data-level parallelism. In principle, stage1 and stage3 can execute in parallel to stage2 and stage4. However, due to the level sorting, the scheduler will only process stage1 in parallel to stage2 and stage3 in parallel to stage4. This is fine as long as the execution time between stages is evenly distributed and does not vary considerably.

Figure 6.8 shows a possible timing diagram for the example in Figure 6.7. For the first tag, all stage reactions take exactly 10 ms to execute. The reactions
in the upper part of the reactor diagram execute in parallel to the reactions in
the lower part. However, for the tags (30 ms, 0) and (60 ms, 0), the execution
time varies between stages. While one of the parallel stages takes 5 ms to
complete execution, the other stage takes 15 ms. Due to the level-based
execution strategy, the scheduler always waits until all reactions at the
current level have completed executing before releasing the next batch of
reactions for execution. This creates gaps in the schedule, which could in
principle be avoided by executing reactions in subsequent stages earlier.
6.1.3 Car Brake Example

Level-based scheduling and the global tag barrier not only limit the performance of some applications by missing opportunities for exploiting parallelism, but may also negatively impact the timing characteristics of safety-critical applications. Reconsider the simple car brake example shown in Figure 3.8 and discussed in Section 3.2.2 on Page 49. Figure 6.9 shows a slightly modified version.

The program consists of a brake actuator that receives signals from a physical brake pedal as well as from a computer vision component. The computer vision component receives frames from a camera at an interval of 20 ms. It analyzes the frames and tries to identify objects in the vehicle’s path. If such an object comes too close, ComputerVision sends a signal to the brake actuator to apply the brakes. The brake reactions are annotated with deadlines. The maximum lag for applying the brakes after the pedal is pressed should be 5 ms. The brake reaction that reacts to messages coming from ComputerVision has a larger deadline of 15 ms. This is to account for the execution time of the computer vision algorithm, which we assume to be about 10 ms.

The timing diagram in Figure 6.10 visualizes one potential execution trace of the brake assistant program. The diagonal red line denotes the deadline of the first brake reaction (i.e., the reaction handling messages from the pedal). The vertical dashed lines denote the reading of physical time at the moment when the brake pedal is pressed. Pressing the brake pedal injects new events into the event queue by scheduling the physical action.

Due to the timer, the camera creates new events at intervals of 20 ms. At each
triggering of the timer, the camera reaction executes and sends the frame to ComputerVision where it is processed by the reaction. In this example, the computer vision algorithm does not detect any dangerous obstacles and hence does not send any signals to the brake. However, at 15 ms after startup, the brake pedal is pressed, which creates the event at tag 15 ms, 0. This event is handled immediately by the scheduler, and both the pedal and the brake reaction execute within the deadline.

50 ms after startup, the brake pedal is pressed again for the second time. In this case, the newly created event with tag (50 ms) cannot be processed immediately, as the runtime is currently still executing the computer vision reaction at tag (40 ms). Only once this reaction is processed completely, the scheduler advances to the next tag and handles the brake pedal event. However, this is too late, considering the deadline.

A long-running reaction in one part of the program might block advancement in seemingly unconnected parts of the program. When assigning deadlines to the brake reactions, we need to account for potential interference between the computer vision and the brake pedal reactions. This implies, however, that we potentially need to choose large deadlines, which might be infeasible for achieving certain safety requirements.

### 6.2 Partitioning with Enclaves

The previous section illustrated different problems that arise from the fact that the level-based scheduler executes some reactions later than it could. This may lead to interference between reactions that do not depend on each other. There are two options for addressing this problem.

First, we can improve the scheduling algorithm and replace the level-based scheduling and the global tag barrier with more elaborate algorithms that can handle different reactors executing at different tags and are capable of identifying reactions that are ready for execution without relying on levels. However, deriving better scheduling algorithms so that they can also be implemented efficiently has proven challenging.

Alternatively, we can try to isolate independent reactions and partition programs so that we can use multiple schedulers. Federates provide one mechanism for partitioning LF programs. Each federate has its own scheduler and operates independently, while also coordinating with the RTI or other federates. However, federates also imply execution in separated address spaces. Federated execution is a viable solution for partitioning distributed applications, but it incurs significant overhead if distributed execution is not required.

Portioning LF programs, however, does not require distributed execution and can also be done within the same address space. We call such a local partition scheduling enclave. In LF, an enclave is a reactor that executes separately from the rest of the system. Each enclave has its own scheduler and pool of worker threads. To preserve determinism when programs are partitioned into multiple enclaves, we need to utilize coordination strategies similar to those used for federated execution (cf. Section 4.5). In Lingua Franca, an enclave can be created by annotating an arbitrary reactor instantiation with the @enclave attribute. This slightly changes the output of the code generator. Instead of generating a contained reactor instance, the code generator creates a new environment (cf. Section 4.7.1) and assigns the enclave reactor instance as a top-level reactor. The code generator further adjusts the incoming and outgoing connections of the reactor instance so that they correctly implement

---

1: LF includes an attribute syntax. Each attribute is prefixed by the @ symbol and may be followed by a list of argument assignments enclosed in parentheses. The attribute syntax was omitted from the LF syntax definition in Listing 4.2.
cross-enclave communication. The following section discusses how such connections can be implemented.

### 6.3 Coordinating Enclaves

In principle, we can use the two strategies currently available for coordinating federates (cf. Section 4.5.4) to coordinate the execution of multiple enclaves. However, both strategies have significant limitations. The decentralized coordination strategy requires WCET estimates, which are typically available for hard real-time applications but not for general-purpose applications. The centralized coordination strategy does not require additional information but instead uses a central coordinator, which also imposes a considerable bottleneck.²

Since both coordination strategies are not ideal, the current C++ implementation for enclaves described in this chapter attempts to find a middle ground between them. In contrast to federated execution, coordinating enclaves removes the complexity of networked communication. Therefore, the implementation of coordination strategies for enclaves presents a fertile ground for exploring new approaches. New strategies can be prototyped without implementing a complete network stack, and debugging and analyzing the execution is significantly easier than debugging distributed applications. The following presents initial work in implementing enclaves in the C++ runtime and deriving a new coordination scheme.

#### 6.3.1 Generalizing Logical Time Synchronization

First, we introduce the concept of time barriers in the C++ runtime. As discussed in Sections 3.1.4 and 4.4.2, the runtime implements a physical time barrier that ensures that logical time does not progress faster than physical time. In the scheduling algorithm shown in Listing 3.3, synchronization with physical time is an integral part of the algorithm. However, we can also implement such synchronization mechanisms as separate, generalized components.

The C++ runtime provides two classes called `PhysicalTimeBarrier` and `LogicalTimeBarrier` that may be used to control how far a program may advance in logical time. The simplified interface of both classes is shown in Listing 6.1. These barriers are designed in analogy to counting semaphores. Semaphores are typically used to coordinate access to a shared resource between multiple threads. A thread may `acquire` the semaphore to obtain access to a resource and `release` the semaphore once it is done. If the resource is not available, the acquire operation typically blocks until another thread releases the semaphore.

The time barriers are used similarly to semaphores. However, they do not manage access to a countable resource, but instead control the advancement of logical time. A scheduler that intends to advance logical time to the next tag first acquires the tag on the barrier. This blocks until a concurrent process releases the tag. Note that the `acquire_tag` methods shown in Listing 6.1 accept a function that may abort the waiting when it returns true. This mechanism is required for reacting to external modifications to the event queue. For instance, a physical action could be scheduled at an earlier tag while the scheduler tries to acquire a later tag.

---

²: Compared to federated execution, the overhead induced by the RTI for enclaves would be reduced, as all communication happens within the same address space, but still, the central coordination limits scalability.
The `PhysicalTimeBarrier` synchronizes with physical time. It releases automatically as the local physical clock advances. Therefore, it does not expose an explicit release operation. The `LogicalTimeBarrier`, however, is intended for coordinating the progress of logical time between two enclaves. While a downstream enclave acquires the barrier before starting to process a tag, an upstream enclave releases the barrier to indicate that it will not produce new events with a tag lower or equal to the released tag.

### 6.3.2 Generalizing Program Inputs

To effectively utilize the concept of generalized time barriers in the C++ runtime, we also need to generalize the concept of external inputs that originate from concurrent processes. Such external inputs may include physical actions as well as incoming connections that originate from other enclaves or federates. To decide whether it is safe to process a given tag, the scheduler needs to consider each of the external inputs and infer whether they could still produce events with a lower or equal tag. To generalize this, the C++ runtime introduces the concept of input actions.

Consider the UML diagram in Figure 6.11. It visualizes the inheritance relation for all classes that inherit from the `Action` class. Compared to the diagram shown in Figure 4.17, the `BaseAction` class is extended by another method called `acquire_tag` which must be implemented by every child class. Before processing a tag, the scheduler calls `acquire_tag` on all input actions. In Figure 6.11 all action classes that are considered input actions are highlighted in dark gray. They automatically register themselves in the local environment on instantiation.

`PhysicalAction`, for instance, is an input action, and its implementation of `acquire_tag` internally uses a `PhysicalTimeBarrier`. Thus, any program that has a physical action may not advance logical time faster than physical time progresses. This has the additional benefit that programs with physical connections always behave correctly, even if fast mode is enabled.

To model connections between enclaves, we also introduce an abstract `Connection` class that extends `Action`. Enclave connections are similar to actions in that they may schedule new events, are typed, and may carry a value. The `Connection` class implements some common functionality, e.g., binding to ports, and also defines pure virtual methods that need to be implemented by the concrete connection classes to provide the correct functionality.\(^3\)

Since we introduce an abstraction for connections, we can also use this for implementing physical connections and after delays natively in the C++

---

\(^3\): These methods and other details are omitted from the overview in Figure 6.11.
runtime instead of a transformation in the LF compiler (cf. Section 4.4.5). The class `DelayedConnection` implements after delays. It can be considered a logical action that can be scheduled from another reactor by setting a port. Similarly, `PhysicalConnection` implements physical connections and can be considered a physical action that can be scheduled from another reactor via a port. All physical connections are also input actions, as they behave similarly to physical actions. Essentially, physical connections relay asynchronous (i.e., untagged) messages that the program sends to itself. Note that there is no representation for regular connections (i.e., connections between two ports within the same environment), as those do not create new events at later tags and are not analogous to actions.

The class `EnclaveConnection` implements connections between two enclaves. When the upstream enclave sets the connected port, then the connection schedules a new event at the connected downstream enclave. The newly created event has the same tag as the current tag of the upstream enclave when setting the port. In addition, the connection contains a logical time barrier, which is used to coordinate the execution between enclaves. `DelayedEnclaveConnection` and `PhysicalEnclaveConnection` are additional specializations that implement after delays and physical connections between enclaves. All enclave connection classes are input actions, as they allow scheduling events from other concurrently executing enclaves.

The newly introduced abstractions unify the mechanism used for scheduling new events and provide a common interface for managing the inputs of each enclave.

Figure 6.11: UML diagram showing the inheritance relation between actions and various connection classes in the C++ runtime.
6.3.3 Coordination

The C++ runtime implements a point-to-point coordination scheme for enclaves. Instead of consulting a central coordinator, each enclave consults its direct neighbors using the connection classes and time barriers discussed above. Whenever an enclave completes processing a tag, it notifies all outgoing connections. Before processing a new tag, each enclave calls acquire_tag on all of its input actions, which includes all enclave connections.

Consider the example program shown in Figure 6.12. It consists of two reactors called Upstream and Downstream. Both reactors are enclaves, which is indicated by the castle symbol. The connection is implemented using the EnclaveConnection class, which internally uses a logical time barrier.

The upstream enclave has a timer that triggers at intervals of 200 ms. When the upstream enclave finishes processing a tag, it notifies the outgoing connection. This releases the tag on the logical time barrier that the connection keeps internally. For each tag that the downstream enclave processes, it calls acquire_tag on the connection object, which in turn calls acquire_tag on the internal logical time barrier. Thus, Downstream always waits until Upstream releases a tag before processing it. This effectively ensures that a downstream enclave only processes events once it is certain that no upstream enclave will send any messages with an earlier tag.

Figure 6.13 shows the timing diagram for the example in Figure 6.12 using the protocol described above. In addition to the scheduled events and executed reactions, the diagram also shows when Downstream acquires a tag and when Upstream releases a tag. While the protocol described above enforces a deterministic execution, it does not ensure a timely execution. At tags (100 ms, 0) and (300 ms, 0), the reaction triggered by Downstream’s timer is executed with a significant lag. This is because the upstream enclave only releases a tag after it has completed processing it. Thus, the downstream enclave does not receive any notifications for tags for which there is no event scheduled in the upstream enclave. As Upstream has no event scheduled at (100 ms, 0), Downstream has to wait until it receives the release for the tag (200 ms, 0) before it can process the tag (100 ms, 0).

In the extreme case, the upstream enclave could have an empty event queue, and downstream enclaves would wait indefinitely for a release. To ensure that a downstream enclave may progress even if an upstream enclave has no events or only sparse events, we deploy a simple mechanism. When a downstream enclave tries to acquire a tag that has not been released yet and the upstream has no event scheduled at this tag, we insert an empty event at this tag in the event queue of the upstream enclave. An empty event denotes an entry in the event queue at a specific tag without any associated actions or other triggers that are present at this tag.

By inserting an empty event, we ensure that the upstream enclave processes the requested tag. It will acquire the tag from all its input actions and, since the event is empty and no reactions are triggered, immediately release the tag. Figure 6.14 shows the timing diagram for this extended coordination protocol. This protocol ensures both determinism and timeliness of execution.
Figure 6.13: Timing diagram for the example in Figure 6.12 using a naive coordination scheme.

Figure 6.14: Timing diagram for the example in Figure 6.12 using the complete coordination scheme that inserts empty upstream events.
We can further optimize the protocol by allowing enclaves to peek ahead in their event queues. An enclave that has no input actions can release the largest possible tag $g_r \in G$ that is strictly less than the tag of the next event in the event queue ($g_r < g_{\text{next}}$). If the enclave has input actions, we can also do this transitively and release the minimum of $g_r$ and all the tags released by the input actions.

The protocol described above is implemented by the EnclaveConnection class. If there is an after delay annotated on a connection between enclaves, then the code generator inserts a DelayedEnclaveConnection instead. The behavior of DelayedEnclaveConnection with a delay $d$ is similar to EnclaveConnection but it differs in two key aspects. First, when the upstream enclave sends a message at tag $g$, the message is inserted in the downstream enclave’s event queue at $\mathcal{D}(g, d)$. Second, when the downstream enclave acquires a tag $g_a$, then we first subtract the delay $d$ before acquiring the tag from the internal logical time barrier.

Subtracting a delay from a tag is subtle as the delay function $\mathcal{D}$ is not injective. For instance:

$$\mathcal{D}(10 \text{ ms}, 0, 5 \text{ ms}) = \mathcal{D}(10 \text{ ms}, 1, 5 \text{ ms}) = (15 \text{ ms}, 0).$$

Therefore, the function $\delta$ that is used for subtracting a delay $d$ from a tag $g$ determines the largest possible tag that, when delayed by $d$, results in $g$. Let $M$ denote the largest possible microstep value. $\delta$ is defined as follows:

$$\delta(t, m, d) = \begin{cases} (t, m - 1) & \text{for } d = 0 \land m > 0 \\ (t - d, M) & \text{for } d > 0. \end{cases}$$

When the downstream enclave acquires the tag $g$ on a connection with delay $d$, then the connection internally acquires the tag $\delta(g, d)$ from its barrier. Note that $\delta$ is not defined for $d = 0$ and $m = 0$. A connection that imposes a microstep delay may never produce an event with the tag $(t, 0) \forall t \in T$.

The class PhysicalEnclaveConnection is inserted when a connection between enclaves is physical. Internally, it uses a PhysicalTimeBarrier instead of a logical barrier. Also it uses a physical action to assign a new tag when a message is received. This fully decouples the execution of the downstream enclave from the upstream enclave. The barrier is automatically released as physical time advances and the execution of the downstream enclave is only constrained by the advancement of physical time.

The protocol introduced in this section is not limited to coordinating enclaves and can also be applied for coordinating federates. The Connection class introduced in Section 6.3.2 abstracts over the implementation details of the underlying communication mechanism. We can provide different implementations that assume a shared address space, as is the case for enclaves, or that use a networked communication layer to bridge across address spaces.
6.4 Examples

This section reconsiders the motivational examples introduced in Section 6.1 and highlights how we can use enclaves to solve the identified problems.

6.4.1 Pipeline Parallelism

In the pipeline example (cf. Figure 6.1), we can simply mark each pipeline stage as an enclave. This decouples the execution between the stages, and each stage may execute its internal reaction as soon as the predecessor releases the corresponding tag. The timing diagram for the version of the pipeline example using enclaves is shown in Figure 6.15 with a separate diagram for each of the enclaves. To better visualize the pipeline parallelism that the enclave version exploits, Figure 6.16 also shows a combined diagram.

Figure 6.15: Timing diagram for the pipeline example in Figure 6.1 using enclaves for each of the stages.

Figure 6.16: Timing diagram that combines the diagrams for the individual enclaves in Figure 6.15.
6.4.2 Variability in Parallel Reactions

In the example shown in Figure 6.7, we can also simply mark all reactors as enclaves to circumvent the barriers imposed by the level mechanism. Figure 6.17 shows the combined timing diagram for the version using enclaves. In this version, the two branches may operate independently. stage3 only needs to wait for the release message from stage1 and stage4 only needs to wait for the release message from stage2. If exploiting pipeline parallelism between subsequent stages is not required, they could also be combined into a single enclave. This can be done by introducing two wrapper reactors that are marked as enclaves, one of which containing stage1 and stage3 and the other containing stage2 and stage4.

![Timing diagram for the example in Figure 6.7 using enclaves for each of the reactors.](image)

6.4.3 Car Brake Example

Using enclaves for fixing the car brake example in Figure 6.9 so that we can avoid deadline violations is more subtle. If we simply mark all reactors as enclaves, we are still at risk of missing deadlines. This is because Brake needs to wait for a tag release both from BrakePedal and ComputerVision. In the worst case, ComputerVision just started executing an earlier tag, and thus Brake might need to wait 10 ms until it receives a release. We can resolve this by introducing a logical delay between ComputerVision and Brake.

Figure 6.18 shows a version of the brake example that uses enclaves. This implementation introduces a new enclave reactor called BrakeAssistant that contains both Camera and ComputerVision. Thus, both reactors are contained within the same scheduling enclave. The logical delay of 12 ms accounts for the WCET of the computer vision algorithm as well as additional overhead for capturing the camera frame and scheduling reactions. This version of the car brake example specifies that the Brake’s view of the system state be consistent with the view of Camera and ComputerVision from 12 ms ago. This approach is similar to LET and can be explained with

![A modification of the car brake example in Figure 6.9 that uses enclaves and a logical delay between the assistant and the brake.](image)
the CAL theorem. To improve the availability of the brake and meet the deadlines, we need to accept a certain amount of inconsistency.

One can argue, however, that the version in Figure 6.18 does not fully solve the problem. It enforces a deterministic ordering between the brake signal coming from BrakePedal and the one coming from BrakeAssistant. Although we were able to reduce the time Brake might have to wait, it still requires a release message from BrakeAssistant. If the execution of the computer vision algorithm takes longer than expected, this also affects the brake’s ability to react within bounded time to a signal from the pedal.

In fact, determinism and consistency are neither required nor desired in this example. To fulfill safety requirements, the Brake reactor should actuate the brakes as soon as it receives a message that indicates it should do so. In this scenario, it is not necessary for the brake to have a consistent view of the system’s state. When the brake pedal is pressed, it is irrelevant that ComputerVision might produce a message with an earlier tag.

We can use physical connections, as shown in Figure 6.19, to fully decouple Brake from the rest of the system. The physical connections assign new tags in the order of message reception. Thus, the Brake reactor will immediately process incoming messages in their order of arrival. The behavior of the Brake reactor in this example is equivalent to a Hewitt actor.

The car break example illustrates how LF programmers can control the system’s behavior. Logical delays enable a trade-off between availability and consistency. In cases where availability is favored over consistency, programmers can introduce physical connections to fully decouple the execution of reactors similar to the Hewitt actor model.

6.5 Enclave Patterns

The car brake example discussed in the previous section illustrates that we can use enclaves to model the semantics of other MoCs like LET or Hewitt actors in LF. This section further develops this idea and presents design patterns that leverage the capability of enclaves to execute independently of the rest of the system.

6.5.1 Hewitt actors

The semantics of Hewitt actors can be reproduced in LF by creating an enclave where all inputs are connected via physical connections. We have used this pattern previously to decouple the brake in Figure 6.19 from the rest of the system. Figure 6.20 generalizes this pattern. The inner reactor Behavior
models the behavior of the Hewitt actor. It may contain arbitrary state variables and reactions. The outer reactor, called `HewittActor`, instantiates the behavior reactor and marks it as an enclave. It further forwards all the outputs of `Behavior` to its own outputs and connects all inputs via physical connections.

Using this pattern, we can put an arbitrary reactor in place of `Behavior`. This pattern effectively converts the inner reactor into a Hewitt actor. In order to fully match the semantics of Hewitt actors, the inner reactor should not contain any timers or logical actions. However, it may use physical actions to send untagged messages to itself.

### 6.5.2 LET Tasks in LF

As discussed previously, using a logical delay in Figure 6.18 makes this solution of the car brake example similar to LET. We can generalize this approach and define a pattern for implementing LET tasks in LF. In fact, we can define a generic library reactor that provides LET semantics.

Listing 6.2: A generic LET task implemented with enclaves in LF.

```cpp
1 target Opp
2
3 reactor LETTask<T, U>(
4     task: [= std::function<U(T)> = ] = nullptr
5     let: time = 0
6 )
7     {
8         input in: T
9         output out: U
10         @enclave
11         t = new Task<T, U>(task=task)
12         in -> t.in
13         t.out -> out after let
14     }
15
16
17
18 reactor Task<T, U>(
19     task: [= std::function<U(T)> = ] = nullptr
20 )
21     {
22         input in: T
23         output out: U
24         reaction (in) -> out {=
25             out.set(task(*in.get()));
26         =}
27     }
```

Consider the code and diagram in Listing 6.2. This defines a library reactor called `LETTask` that has one input and one output port. The reactor is generic and defines two type parameters, `T` and `U`. `T` denotes the type of the input port, and `U` denotes the type of the output port. The reactor is further parameterized by a function that is expected to implement the task’s functionality and map `T` to `U`. The second parameter denotes the task’s LET.

The actual task is implemented in an inner reactor called `Task`. `Task` is defined similarly to `LETTask`. However, it defines a reaction that applies the task function to the received input and writes the result to the output.

`LETTask` instantiates `Task` as an enclave and forwards both the type parameters and the task function. In addition, `LETTask` directly forwards the input port to `Task`. The output produced by `Task` is forwarded to the outer output, but with a logical delay of precisely `let`.

This library reactor can be used to model arbitrary LET applications in LF. Thus, LET is a subset of reactors and Lingua Franca. The reactor model, however, is strictly more general as it exposes the full trade-off between fully synchronous and LET semantics.\(^5\)

---

5: E. A. Lee and Lohstroh 2022, Generalizing Logical Execution Time.
6.5.3 Input Reactors

Modeling system input is another problem that can be conveniently solved with enclaves. The reactor model defines physical actions for modeling system input, but does not specify precisely how physical actions can be scheduled in an external context. Consider, for instance, a reactor program that reads keyboard inputs and reacts to them.

In C/C++, we can use the function `getchar()` to read one character from the keyboard input stream, like it is done in the Reflex Game example (cf. Listing 4.17). However, this is a blocking operation. It waits until a key is actually pressed. Calling a blocking function from a reaction would mean that the entire program execution might hold until the reaction completes. This is not acceptable for interactive applications that constantly update the system state and output independent of when user input arrives. We can solve this by spawning a thread at startup that repeatedly calls `getchar()` in a loop and schedules a physical action when `getchar()` returns a value. This solution, however, is inelegant due to the pitfalls associated with threads.

A more elegant solution uses enclaves. Consider the pattern for modeling keyboard inputs in Listing 6.3. The `Keyboard` reactor defines an output port and a physical action called `next`. This reactor is instantiated as an enclave within the `KeyboardInput` reactor, and its output is forwarded via a physical connection. This fully decouples the execution of the `Keyboard` reactor from the rest of the system.

```cpp
// Listing 6.3: A keyboard input reactor implemented with enclaves in LF.

reactor Keyboard{
  output key: int
  physical action next
  reaction startup next -> next, key
  { =
    int c = getchar();
    key.set(c);
    if (c != EOF) {
      next.schedule();
    }
  }
}

reactor KeyboardInput{
  output key: int
  @enclave
  k = new Keyboard()
  k.key ~> key
}
```

The reaction defined by `Keyboard` is triggered by `startup` or `next`, and it may schedule `next` and set the output port. The reaction body directly calls `getchar()`. Since `Keyboard` executes completely independently of the rest of the system, it can use a blocking call. This only stalls the execution of the `Keyboard` enclave until a key is pressed. Once `getchar()` returns, the pressed key is forwarded to the output port. Since `KeyboardInput` forwards the key press using a physical action, a new event with a tag based on the current reading of physical time will be inserted in the receiving reactors.

To trigger reading the next key, the reaction body also schedules the physical action `next`. This creates a new event with a tag based on the current reading of time, which will be handled immediately. In principle, we could also use a logical action for `next`. However, it would be difficult to specify a meaningful logical delay. Using a physical action has the benefit that the logical delay between reaction executions is automatically aligned to the physical time that passed while the reaction was blocked.
6.6 Limitations

While the current implementation shows promising results, there are also several limitations that need to be addressed. This section discusses the most important limitations and sketches how they could be resolved in future work.

6.6.1 Cycles

The examples presented in Section 6.4 illustrate the effectiveness of enclaves and the underlying coordination scheme for solving real-world problems. However, all the previously discussed examples are acyclic. While the coordination scheme in principle also works for programs with cyclic structures, it can become inefficient.

Consider the example program in Figure 6.21. It consists of two enclaves, A and B, where A sends a message to B in intervals of 30 ms and B sends a message back to A with a logical delay of 60 ms. Figure 6.22 shows a sequence diagram that illustrates the messages exchanged between the two enclaves and the connection objects.

Right after the enclaves start execution, only A has an event scheduled at the startup tag \( g_0 = (0, 0) \). A tries to acquire this tag from the incoming connection [1]. This succeeds immediately [2], as the connection is delayed and each connection automatically releases the largest possible tag that is strictly less than \( g_0 \) when constructed. A processes its first reaction, which sets its outgoing port [3] and thereby schedules a new event in B at tag (0, 0). B tries to acquire this tag [5], which succeeds as soon as A releases the tag [6, 7]. B’s reaction also sets its outgoing port [8], which schedules a new event in A [9]. Since the connection from B to A is delayed by 60 ms, this new event is scheduled at tag (60 ms, 0). Finally B releases the tag 0, 0 [10].

The steps from [11] to [20] and also from [21] to [30] repeat this sequence. In steps [11] and [12], the acquire operation succeeds immediately because (30 ms, 0) minus a delay of 60 ms is still before the startup tag \( g_0 \). In steps [21] and [22], the acquire operation succeeds because B has already released the tag (30 ms, 0). When A processes tag (30 ms, 0), it executes both reactions because the timer and the input from B are present.

The sequence diagram shows that programs with cycles between enclaves can, in principle, be executed using the presented coordination scheme. However, this only works efficiently as long as the sum of delays on the connections along the loop is equal to or larger than the interval in which events are processed.

Consider the sequence diagram in Figure 6.23, which shows the execution of the same example program, but with a 10 ms delay instead of the 60 ms in the original version. Messages [1] to [7] are identical to the first messages in Figure 6.22 and are therefore omitted from the figure. Messages [8] to [10]
Figure 6.22: A sequence diagram that shows the communication between A and B for the program in Figure 6.21.
are also similar, but the new event in \( A \) is scheduled at tag \((10 \text{ ms}, 0)\) \([9]\) due to the lower delay on the connection.

\( A \) acquires the tag \((10 \text{ ms}, 0)\) from the incoming connection. Since the connection is delayed by 10 ms, the connection tries to acquire the tag

\[
\delta(10 \text{ ms}, 0, 10 \text{ ms}) = (0, M)
\]

from its internal barrier. As \( B \) has not released this tag yet, the connection schedules an empty event in \( B \) at this tag \([12]\). This ensures that \( B \) processes the tag and releases it once it can guarantee that it will not receive any earlier events. \( B \), in turn, tries to process the newly scheduled event and also acquires the tag \((0, M)\) from its incoming connection \([13]\). Since \( A \) has not released the tag \((0, M)\) yet, this schedules an empty event in \( A \) \([14]\). Acquiring this tag succeeds immediately \([15, 16]\), as \( \delta(0, M, 10 \text{ ms}) < g_0 \). \( A \) processes the empty event and immediately releases the tag \((0, M)\) \([17, 18]\). Consequently, \( B \) can now also process the empty event and release the tag \([20]\). This, in turn, allows \( A \) to acquire the tag \((10 \text{ ms}, 0)\) \([19, 21]\).

\( A \) processes the message received from \( B \) and releases the tag \([22]\). It then tries to acquire the tag \((30 \text{ ms}, 0)\) from the incoming connection \([23]\) to process the next triggering of its timer. As \( B \) has not released the tag yet, this schedules an empty event at \((20 \text{ ms}, M)\) in \( B \). \( B \) tries to acquire the newly created tag \([25]\), and since \( A \) has not released it yet, this schedules a new empty event in \( A \) \([26]\). \( A \), in turn, immediately acquires the tag of the newly created event \([27]\), which schedules another empty event with tag \((10 \text{ ms}, M)\) in \( B \) \([28]\) and leads to a new empty event in \( A \) \([29, 30]\). Steps \([27]\) to \([30]\) are a repetition of steps \([23]\) to \([25]\). Essentially, the acquire operation walks back both in time and on the path of the loop, subtracting 10 ms on each iteration.

\( A \)’s acquire operation for tag \((10 \text{ ms}, M)\) succeeds immediately \([31, 32]\), as \( B \) already released the tag \( \delta(10 \text{ ms}, M, 10 \text{ ms}) = (0, M) \). \( A \) processes the empty event, releases the tag \((10 \text{ ms}, M)\) \([33, 34]\), and tries to acquire the next tag at \((20 \text{ ms}, M)\) \([35]\). \( B \) can now also process the empty event at \((10 \text{ ms}, M)\) and release the tag \([36]\), which in turn allows \( A \) to acquire the tag \((20 \text{ ms}, M)\). This process (steps \([33]\) to \([37]\)) repeats until \( A \) acquires the tag \((30 \text{ ms}, 0)\) \([43]\). Essentially, the release messages circle back on the path taken by the acquire message.

Both acquire and release messages may circle in a loop for several iterations if the sum of delays on the connections within the loop is less than the interval in which new events are produced. The smaller the delay, the more iterations are required. While the proposed coordination mechanism still ensures correct execution, it can become inefficient if delays are not chosen carefully.

While it seems obvious from the sequence diagram that repeated iterations of messages are not necessary, deriving a coordination mechanism that works efficiently for cycles is challenging. This is because the enclaves are not aware that they are in a loop. In addition, the acquire operation only asks for permission to execute a certain tag, but it gives no guarantee that the sender will not send messages at an earlier tag. If \( A \), for instance, has a physical action or receives messages from another enclave, then \( A \) needs to acquire tags from all its inputs. Thus, when \( A \) acquires the tag \( g \) from \( B \), this does not imply that it has acquired \( g \) from all of its inputs. In fact, \( A \) may still receive earlier events from its other inputs.

One possible solution would be to make the enclaves that are in a cycle aware of the cycle. This could be done statically as part of the compilation or
Figure 6.23: A sequence diagram that shows the communication between A and B for the program in Figure 6.21 with a 10 ms delay. Messages [1] to [7] are omitted because they are identical to the first messages in Figure 6.22.
dynamically using a discovery protocol. We could require that any enclave within the cycle that intends to process tag \( g \) first acquires \( g \) from all its other inputs that are not part of a cycle. Then the enclave could release all tags before \( g \) on its outgoing connection within the cycle and thereby guarantee that it would not produce any events before \( g \). Finally, it would acquire \( g \) which succeeds as long as there is at least a microstep delay along the cycle. This approach, however, only works if each enclave is at most part of one cycle.

Another solution is presented by the centralized coordination used for federated execution in LF. This relies on the central RTI to decide when it is safe to process a certain tag. This also works reliably for federates with cyclic connections. However, this chapter has argued that a single centralized coordinator introduces a significant bottleneck and a single point of failure. The coordination mechanism discussed in this chapter highlights that similar results can be achieved with a peer-to-peer coordination mechanism. However, the RTI solution is more efficient in the presence of cycles. Therefore, a possible solution could combine both approaches. While acyclic subsets of an application may use peer-to-peer coordination, local RTIs could be introduced to coordinate within each cycle. In fact, one of the enclaves within the cycle could be elected to become the coordinator of this cycle.

### 6.6.2 Cycles without Delays

While cycles with delays are in principle supported by the discussed enclave coordination mechanism, although the protocol may be inefficient, cycles without any delay are currently not supported. Consider the example program in Figure 6.24. This program is a legal reactor program, as the APG that denotes the dependencies between reactions is acyclic. The topology graph, however, exposes a cycle between enclaves that is not broken up by any delays.

When this example program is executed using a single scheduler (without enclaves), the scheduler relies on the levels assigned to reactions based on the APG. For every triggering of the timer, it would first execute reaction 1 of \( A \), then \( B \)’s reaction, and finally reaction 2 of \( A \). However, if we consider \( A \) and \( B \) as individual programs, then it is not obvious for the scheduler of \( A \) that it should first execute reaction 1, then wait for a message from \( B \), and finally execute reaction 2.

Based on the coordination mechanism introduced in this chapter, \( A \) would try to acquire the startup tag from \( B \), which in turn would acquire the same tag from \( A \). The execution immediately deadlocks, as none of the enclaves can release the tag requested by the other. To resolve this, we would need a mechanism for representing levels between enclaves. One possible way would be to introduce another dimension to the tags to also account for levels. Then all connections would introduce at least a level delay. This additional dimension would only be used to order events within a tag. A reactor would...
still consider two events with the same base tag but different levels to be logically simultaneous.

Another possibility for supporting loops without delays could be a more fine-grained coordination scheme. Instead of acquiring tags before starting to process an event and releasing tags only after all reactions at this tag have completed executing, we could acquire the inputs required at each level. And once all reactions that may write to an output are completed, we could release the current tag on this output. For such a scheme to work, the level assignment algorithm would also need to consider dependencies outside an enclave. Thus, either static assignment of levels at compile time or a dynamic discovery algorithm would be required.

### 6.6.3 Manual Partitioning

While this chapter illustrates how enclaves can be used to partition programs to improve parallelism or ensure that certain timing requirements are met, this approach fully relies on manual annotations. However, it is typically not obvious to the programmer that a program requires partitioning. For instance, in the car brake example, only experimentation and tests reveal that there may be deadline misses, but this is not apparent from the LF code or from the generated diagram. Currently, the LF tooling does not provide sufficient feedback or guidance to support programmers in deciding if programs need to be partitioned and which reactors should become enclaves.

One possible solution would be to make every reactor an enclave. In this case, each reactor would have its own scheduler and could operate autonomously, only coordinating with its direct dependencies. This would maximize the decoupling between components. In this case, reactors would only need to wait on their direct dependencies, and we could maximize the exploitable parallelism. However, this comes at the cost of significant overhead for coordinating the individual reactors. This overhead can be acceptable if reactions are computationally heavy and the gains in parallelism outweigh the overhead. Moreover, if certain properties of the application (e.g., deadlines) require decoupling, some additional overhead is often acceptable. However, this is not the case for all applications, and there is a trade-off between the benefits gained from decoupling components and the overhead this decoupling introduces. Using no enclaves or making all reactors enclaves are too extremes on a spectrum, and most often the optimal solution will lie in between.

In principle, the LF compiler could also be extended to automate partitioning. It could utilize heuristics and DSE techniques to identify solutions that are near optimal regarding certain constraints. Such a compiler extension could not only decide how to partition a program, but also reason about the resources assigned to each enclave. Since every enclave has its own scheduler and pool of worker threads, we also need to decide how many threads to assign to each enclave. If the target architecture is heterogeneous, this may also include mapping threads to particular processing resources. Chapter 7 introduces a DSE framework that could be utilized for exploring such a solution.

### 6.7 Conclusion

This chapter introduced the concept of enclaves and discussed how enclaves are implemented in the C++ target of Lingua Franca. Based on selected
examples, the discussion showed that enclaves can effectively decouple reactors within a program to better exploit parallelism or ensure that certain deadlines are met. In addition, enclaves allow for implementing various patterns in LF that mimic the semantics of other MoCs like Hewitt actors and the LET paradigm.

While enclaves are conceptually closely related to federates, the current C++ implementation explores a coordination mechanism that significantly differs from the centralized and decentralized coordination schemes that are currently available for federated execution. The newly developed coordination mechanism highlights that reactors can be coordinated deterministically without relying on a central coordinator (RTI) or requiring detailed WCET estimations. However, this approach currently has severe limitations, in particular in conjunction with cycles in the reactor topology.

Likely, future work will aim to combine the different coordination mechanisms into a more unified approach. The abstractions introduced in this chapter provide reactors with the means to communicate through an arbitrary medium using arbitrary protocols. Thus, the coordination mechanism introduced in this chapter could be combined with the centralized and decentralized mechanisms used for federations. In such an approach, we could select the best protocol for each individual connection. While sequential reactors could use the mechanism proposed in this chapter, reactors in a cycle could consult a (local) RTI. And if a connection should favor availability over consistency, then this could be indicated by a user annotation, and we could use the decentralized coordination scheme based on PTIDES.

Future work will also need to consider better mechanisms for analyzing LF programs and prompting users with useful feedback that allows them to make educated decisions on how to partition the program. Additionally, we could develop tools that automatically explore the design space of possible solutions and utilize heuristics to identify solutions that are near optimal regarding certain constraints. The next chapter introduces a DSE framework that has been used successfully for optimizing dataflow applications and that is flexible enough to also allow reasoning about reactor programs. This framework could become the foundation for integrating DSE techniques into the LF toolflow and researching strategies for partitioning LF programs automatically.
Design Space Exploration with Mocasin

Scalability, as discussed in Section 1.2.4, not only refers to the ability to manage software complexity and generate efficient realizations but also requires managing hardware complexity, which is increasing rapidly. With the rise of the multicore era, MPSoCs have become ubiquitous, even in the embedded domain. Due to the end of Moore’s law,1 hardware designers meet the ever-increasing demands for computational power by specializing and optimizing hardware for specific uses. Heterogeneous MPSoCs integrate a multitude of different processing elements and accelerators, as well as different memory architectures.

Early examples of heterogeneous architectures include the Odroid-XU4 shown in Figure 7.1, which is based on a Samsung Exynos 5422 MPSoC that uses ARM’s big.LITTLE architecture.2 It has two types of cores: the little cores (Cortex A7) are more energy efficient, and the big cores (Cortex A15) are more performant. Other examples include the Tomahawk architecture,3 Kalray’s MPPA Coolidge with 80 processing elements,4 the SpiNNaker 5 for neuromorphic computing, or the Xilinx Zynq UltraScale+ architecture,6 which integrates a field-programmable gate array (FPGA) with a heterogeneous MPSoC.

Programming such MPSoCs becomes increasingly challenging. Not only do we need to manage the challenges of concurrency to exploit parallelism, but we also need to carefully allocate chunks of computation to the different computation resources. The heterogeneous nature of modern MPSoCs opens up a huge design space. Moreover, different computing resources, such as conventional processors, accelerators, DSPs, graphics processing units (GPUs), and FPGAs, need to be programmed differently. Due to the complexity of the underlying hardware, programmers spend a significant amount of time managing the complexity and less time implementing algorithms. Jeronimo Castrillon has identified this problem as the software productivity gap.7

There are a range of design space exploration (DSE) tools that aim to close this gap.8 These tools, at their core, utilize the hourglass model (cf. Section 1.1 and Figure 7.2). Programmers design applications on top of a MoC and DSE tools and compilers are responsible for synthesizing concrete realizations on a specific target architecture. This process assigns concrete computation and communication resources in hardware to the software elements of the application. We refer to this process as mapping.

While existing DSE tools are typically based on dataflow or process network MoCs, a similar approach can be taken for compiling Lingua Franca programs on heterogeneous architectures. In the context of LF, we can also add another dimension to the DSE problem. The exploration can also aim to identify the best partitioning of a given LF program and then assign hardware resources to the partitions.

This chapter provides a general introduction to existing DSE toolflows and introduces the Mocasin framework, which is a core contribution of this thesis. In contrast to existing DSE toolflows, which are primarily designed to support application designers, Mocasin is designed as an open research framework for exploring and developing new approaches to DSE itself. This chapter demonstrates Mocasin’s ability to model and analyze new DSE strategies in a case study, that uses Mocasin to prototype and evaluate a hybrid mapping strategy for an LTE base station.

Figure 7.1: Architecture of the Odroid-XU4 with four little cores (Cortex A7) and four big cores (Cortex A15).
Mocasin focuses primarily on dataflow and process network MoCs. However, in principle, the flexible and modular architecture of Mocasin also allows for integrating the reactor model. While such an integration remains for future work, this chapter lays the foundation for DSE in Lingua Franca and sketches possible approaches for integrating with Mocasin.

Many of the figures, results, and discussions presented in this chapter have been published before in Menard, Goens, Hempel, et al. 2021, Mocasin—Rapid Prototyping of Rapid Prototyping Tools: A Framework for Exploring New Approaches in Mapping Software to Heterogeneous Multi-cores and Castrillon, Desnos, et al. 2023, Dataflow Models of Computation for Programming Heterogeneous Multicores. Similar to Lingua Franca, Mocasin is a highly collaborative effort with several contributors. While the core ideas behind Mocasin and the main architecture are contributions of this thesis, many of the algorithms and mapping strategies implemented in Mocasin are either based on prior work or were contributed by coauthors.

7.1 Design Space Exploration

Most existing DSE tools specialize in dataflow or process networks, in particular, SDF and KPN. Mapping an SDF or KPN application requires assigning actors to particular processing resources in the target architecture and channels to the available communication resources. Since the KPN and SDF models do not assume shared memory, we can freely choose the type of processing resource and also distribute actors across a network of computers. Since the models are deterministic, we further know that, when implemented correctly, the concrete mapping will not influence the behavior of the application.

Even for seemingly small applications and target architectures, the space of possible mappings can be vast. Commonly, the mapping space is also shaped irregularly with many local minima and maxima. DSE tools automate the process of navigating this mapping space and utilize heuristics to determine near-optimal mappings while respecting a given set of optimization criteria and constraints. This section gives a brief introduction to DSE and provides an overview of existing tools. The interested reader may find a more in-depth discussion in Castrillon, Desnos, et al. 2023, Dataflow Models of Computation for Programming Heterogeneous Multicores.

Figure 7.3 shows the typical flow of DSE tools. Starting from a description of the application and the target platform, DSE tools apply a mapping algorithm to identify good mappings. While we can statically analyze the behavior of SDF applications, the toolflow requires additional information about the execution of KPN. This is typically given in the form of traces that are recorded on the host machine and that represent one possible execution of the application. Common mapping algorithms are meta-heuristics that walk the design space. To guide this search, a simulator or performance predictor estimates the quality of a mapping regarding the optimization criteria (e.g., makespan or energy consumption). Once a mapping is selected, the tool can synthesize software or hardware to implement the actors and the channels of the input program on the selected hardware components.

The literature describes a wide range of DSE tools. The PREESM framework, for example, is a specialized toolflow for SDF applications. It is not limited to automatically deriving mappings and schedules for given applications on a given platform; it can also be used for hardware/software co-design, where
the performance predictions made by the DSE tool guide the development of the hardware platform to meet the requirements of a specific application. There are also hybrid DSE flows that narrow the design space statically but only select concrete mappings during execution of the application. PREESM can be used with the SPIDER runtime to support dynamic reconfiguration of \(\pi\)SDF applications.\(^{11}\)

There are also several DSE frameworks based on the KPN MoC. Sesame, for instance, is a framework with a strong focus on DSE and simulation at multiple levels of abstraction.\(^{12}\) Sesame is part of the Daedalus tool\(^{13}\) and can be used in combination with ESPAM\(^{14}\) to directly synthesize optimized hardware from dataflow applications. A similar approach is also taken by SystemCODesigner.\(^{15}\)

MPSoC Application Programming Studio (MAPS) is another KPN-based framework. It provides a C extension (called CPN) for describing applications and comes with a rich set of mapping algorithms and analysis tools, including a high-level trace-based simulator.\(^{16}\) A similar simulator is also used in the Turnus DSE framework,\(^{17}\) which simulates traces of dynamic dataflow applications written in the CAL actor language (CAL).\(^{18}\)

The DOL and DAL frameworks for KPN applications include analytical performance estimation alongside a system-level SystemC simulator for more general platforms.\(^{19}\) DAL supports an extended KPN model, including scenario state machines and additional control channels. The analytical model uses real-time calculus and is restricted in the types of resources and schedulers it can handle.

All the discussed DSE flows are specializations of the generalized flow in Figure 7.3. They focus only on a particular MoC, a particular application domain, or a particular type of target hardware. Such specialization can simplify the overall architecture and help narrow the exploration by only focusing on a particular domain, which improves the overall user experience. However, while specialization allows for focusing on specific problems, it also limits the possibilities for innovation. In research, we need to prototype and analyze new approaches, which is often not possible within the constraints of existing tools. Moreover, comparing different approaches implemented in different tools with different constraints is challenging.\(^{20}\)

### 7.2 Mocasin

This section introduces Mocasin, an open-source rapid prototyping framework for exploring new DSE approaches for mapping software to heterogeneous multi-cores.\(^{21}\) In contrast to existing tools, Mocasin is specifically designed to support researchers and developers working on DSE flows. It is not intended as a workflow for end-users. Mocasin is a complementary research tool that allows for exploring potential improvements to existing workloads and prototyping customized workflows for new use cases.


17: Casale-Brunet et al. 2013, Turnus: A unified dataflow design space exploration framework for heterogeneous parallel systems.


7.2.1 Overview

Mocasin is designed from the ground up for increased flexibility and interoperability. Instead of specializing the flow in Figure 7.3 for a specific use case, Mocasin provides modular and general implementations of individual components. This includes data structures for various MoCs, abstractions for hardware platforms, several predefined mapping algorithms, a high-level simulator for performance estimation and evaluation of mapping quality, as well as several convenience tools (e.g., for visualization). All of Mocasin’s components are configurable and exchangeable. This modular approach makes Mocasin an ideal toolbox for building customized flows, prototyping new mapping strategies and data structures, and evaluating the effects of such new approaches.

Mocasin combines the various approaches found across existing DSE tools to create a generic and flexible toolbox independent of specific use cases. However, Mocasin is not a replacement for these tools. It is a complementary framework that is designed from the ground up for interoperability. The main design goal is to facilitate the research of new approaches, the prototyping of improvements for existing tools, and the comparison of approaches across tools.

The complete architecture of Mocasin is shown in Figure 7.4. In essence, Mocasin is a toolbox that provides several modules, where each module focuses on a specific problem and may interact with other modules. Mocasin provides various tasks, each of which offers a unique functionality. Tasks can be considered a concrete instance of a tool flow that is composed of selected Mocasin components. The visualize task, for instance, opens a graphical user interface (GUI) that visualizes a platform as well as a spatial mapping of a given application on this platform. More elaborate tasks include simulate and generate_mapping which respectively execute a high-level simulation to estimate the performance of a given mapping or use a configurable mapping algorithm to find mappings.

7.2.2 Data Structures

Mocasin provides internal data structures for representing applications, platforms, mappings, and additional information about the runtime behavior, such as pre-recorded traces. To account for interoperability with other tools, these data structures are designed to be abstract and generic without making too many assumptions about a precise use case.

Each data structure is defined with a common base class that needs to be implemented by any object representing an application, platform, mapping, or trace. Thus, Mocasin does not impose restrictions on how such objects are created. While Mocasin provides a few standard methods, including file readers for various formats, a platform designer, and mapping generators, arbitrary new methods can be added via plugins.

Application

Applications are modeled as directed graphs, where nodes denote computation and edges represent data dependencies. Depending on the particular MoC, nodes or edges may be annotated with additional information, e.g., fixed token sizes for data channels or firing rates of nodes. This simple graph description matches the abstractions used in common dataflow MoCs including task graphs, SDF, KPN, Hewitt actors, and also reactors. Note that this
application model only describes the topology of the application and does not provide information on its behavior.

**Trace**

A trace in Mocasin is a data structure that is complementary to an application. It describes one possible behavior of the application and represents a sample execution. Traces are the foundation for running simulations and for obtaining additional information as required for some mapping strategies. MoCs with strict firing rules like SDF and task graphs provide sufficient information to precisely specify the application’s execution patterns. For these MoCs, traces can be automatically generated and simply encode the
firing rules. For more permissive MoC like KPN or Hewitt actors, however, the behavior is not defined statically. Thus, traces need to be recorded while executing a real implementation of the application. KPN-based frameworks like MAPS, Turnus or DOL/DAL can be used to instrument applications and obtain execution traces. But also general-purpose tracing frameworks can also be used to manually instrument an application to record relevant events and obtain traces.

An application trace in Mocasin is a sequence of segments, where each segment represents an action that a node in the application graph performs. A segment can denote a consume operation that reads some tokens from an incoming data channel, a produce operation on an outgoing data channel, or a computation lasting for a number amount of processor clock cycles. A special termination segment marks the end of the trace. To model computation on various platforms and types of processing elements, the trace can define different computation costs for different types of processing elements.

Platform

Mocasin models platforms as a set of processing elements and communication primitives. A processing element can represent any component capable of performing computation, like general-purpose processors, DSPs, or accelerators. Processing elements are characterized by a frequency and, if this is applicable, by an estimated cost in clock cycles required for a context switch on this processing element. Each processing element is also associated with a scheduler, which manages the workload executing on one or more processing elements according to a selected policy. Processing elements can also be annotated with a simple power model that describes the static and dynamic power consumption and that can be used for estimating costs in terms of energy consumption.

Communication primitives abstractly describe a mechanism for communicating data between processing elements. They are based on the primitives described by Castrillon and Leupers but were extended for improved flexibility and accuracy. Each communication primitive defines a set of source and sink processing elements that can use this primitive. For any pair of sink and source processing elements, multiple communication primitives may be defined if multiple mechanisms for exchanging data between these processing elements exist on the real platform. Each communication primitive defines two lists of communication phases—one for the producing side and one for the consuming side. Each phase represents one step in the communication processes and defines a list of communication resources that it requires. Resources represent the actual hardware used to move data along a certain path in the platform (e.g., buses, links, caches, scratchpad memories, DRAMs or DMAs. Each resource is defined by its read and write latency and total throughput.

In summary, each communication primitive provides step-by-step instructions on how a pair of processing elements can exchange data and how the precise communication costs for each step can be calculated. This mechanism provides a lot of flexibility and can be used to model a wide range of architectures, including bus-based, clustered, and network-on-chip (NoC) based architectures, as well as distributed systems.

Figure 7.5 shows an example platform model that represents the Odroid-XU4. Square nodes represent the processing elements, and oval nodes denote communication primitives. An edge from a processing element to a communication primitive indicates that the processing element can write a data
token using this communication primitive. An edge from a communication primitive to a processing element indicates that the processing element can read a data token using this communication primitive.

The Odroid platform has two clusters of processing elements: one consisting of four ARM Cortex-A7 cores (little) and one consisting of four ARM Cortex-A15 cores (big). Each core has its own L1 cache, and each cluster shares an L2 cache. Both clusters have access to the DRAM via a shared bus. There is a communication primitive for each memory in the system. For instance, all processing elements can communicate with each other by writing to the DRAM and reading from it. Within each cluster of little and big processing elements, the L2 caches can be used. And for communication between different processes on the same core, the L1 caches can be used.

Mocasin’s platform model effectively abstracts from the precise platform topology. It focuses on modeling computation costs and data communication mechanisms. This abstract view is compatible with many platform description formats as they are found in related tools as well as in industry standards like IEEE 2804-2019 (SHIM)\textsuperscript{25} and AUTOSAR.

**Mapping**

A mapping assigns the nodes and edges of a given application graph to processing elements and communication primitives on a target platform. This is implemented as a simple dictionary. Each of the assignments may be annotated with additional information, like a process priority or a maximum channel capacity. Mappings can also be provided as a sequence over time to implement a fixed schedule, as is commonly done for SDF applications. In addition to this simple dictionary view of a mapping, the representations implemented in Mocasin (cf. Section 7.2.5) provide more sophisticated views that can be utilized by various algorithms.

**Readers**

To obtain the data structures described above, Mocasin provides modular readers that create the internal data structures by reading from input files. The abstract models used by Mocasin enable conversion from a wide range of existing formats and tools. To illustrate this flexibility, Mocasin currently provides readers for SDF applications in the SDF for Free (SDF\textsuperscript{3}) format,\textsuperscript{26} task graphs in the Task Graphs for Free (TGFF) format,\textsuperscript{27} and KPNs in the...
### Platform Designer

A central enabler in researching compilation methods for complex architectures is system modeling. Depending on the level of abstraction and fidelity required, this can be an extremely complex endeavor or a fairly simple matter. During our work on and with Mocasin we experienced the implementation of new platforms as an elaborate and time-consuming task.

The communication primitive abstraction of Mocasin’s platform model is useful for estimating communication delays, but it is not a straightforward method for describing the topology of such architectures. Therefore, Mocasin provides an API called platform designer that allows for describing the topology graph. Based on this topology description, the platform designer automatically creates a platform model and generates all communication primitives.

The code excerpt in Listing 7.1 illustrates how the platform designer API can be used to describe the Odroid-XU4 platform. The code excerpt describes precisely the topology. It defines the two clusters of little and big cores and adds caches as well as the DRAM as communication resources. Note that the example omits the precise parameters of hardware components like frequency, throughput, and latency for brevity. From this description, the platform designer automatically generates the platform model using communication primitives, as shown in Figure 7.5.

The platform designer is also capable of describing NoC-based architectures. Elements can simply be connected by providing parameters describing the NoC characteristics and an adjacency matrix. Mocasin also provides...
a set of predefined platforms utilizing the platform designer to model the Odroid-XU4 as described above, as well as configurable platform models that represent common patterns such as mesh-based NoC topologies or bus-based hierarchical architectures.

7.2.4 Simulator

The simulation module is a key component of Mocasin. It implements a high-level simulator capable of estimating the performance of given applications (consisting of an application graph, mappings, and traces) running on a given platform. This not only enables rapid performance estimation, but it is also the key enabler for evaluating the characteristics of various MoCs, mapping algorithms, and representations within Mocasin. While the simulator aims to provide accurate results, it neither models the hardware nor the software running on top precisely. Instead, it uses abstractions that capture the essence of the hardware characteristics and the application behavior. Related tools implement similar high-level simulators for performance estimation. However, Mocasin’s simulator is designed for increased flexibility, supporting various dataflow MoCs and also allowing other components to interact with the simulation, as the case study in Section 7.3 illustrates.

Mocasin’s simulator is based on the SimPy discrete-event simulation framework. The basic simulator structure is designed to be independent of the concrete MoC semantics, application behavior, and hardware characteristics. Essentially, an application is modeled as a set of concurrent processes interacting with each other. The precise semantics of this interaction can be adjusted to implement concrete MoCs.

The execution of a process in the simulator is modeled abstractly as the well-known finite state machine shown in Figure 7.6, which is based on the classical model for POSIX threads. The execution of all processes in the system is controlled by a set of schedulers, each of which controls one or more processing elements. Currently, Mocasin implements the FIFO and round-robin scheduling algorithms. Other algorithms can be added via plugins.

The process model shown in Figure 7.6 is an abstraction that separates the basic processing mechanisms and scheduling algorithms implemented in the simulator from the concrete MoC semantics and application behavior. The precise semantics are implemented on top of this abstraction. This is analogous to a real-world runtime that implements MoC semantics through an abstraction layer on top of a thread model. In Mocasin, concrete MoC semantics can be implemented by specializing the process class provided by Mocasin overriding its workload method.

For instance, Mocasin implements the KPN MoC. The workload function of a KPN process implements the behavior of one node in the KPN application graph by replaying the trace provided for this node. The trace provides step-by-step instructions as to what the process needs to do. For instance, the trace could start with a consume segment reading a certain number of data tokens from a channel, followed by a computation segment, and finally a produce segment writing a certain number of tokens to a channel.
The KPN implementation models the state of each FIFO channel that connects KPN nodes. Note that this state only entails the number of data tokens that are stored in the buffer and does not describe concrete data. For each read operation, KPN processes check the state of the corresponding input channel. If a sufficient number of tokens are available, the process retrieves the tokens from the channel. The delay imposed by the consume operation is calculated based on the concrete communication primitive selected by the mapping and specified by the platform model. If not enough tokens are available, the process blocks and thus waits until a sufficient number of tokens become available.

A compute segment simply delays the execution by a certain time. The precise time is calculated based on the cycle count provided in the trace for the given processing element that the process is mapped to. Writing tokens is implemented analogously to reading. If there is not enough free space in the modeled FIFO buffer, the process blocks. Otherwise, it continues and accounts for any communication delays. If another process is waiting to read tokens from this channel, it will be automatically unblocked.

While the above description focuses on the KPN MoC, the generic simulation infrastructure can be utilized to model arbitrary MoCs and runtime strategies. This includes the modeling of dynamic workloads, such as a runtime scheduler that assigns incoming tasks to a number of worker threads (cf. Section 7.3).

The simulator can also produce a history in JSON format, which provides detailed information about the simulated execution and is a good basis for further analysis. The JSON history can be visualized with the Catapult Trace Viewer as shown in the example in Figure 7.7.

7.2.5 Representations

Representations are a unique idea behind the modular design in Mocasin and are concerned with mathematical encodings of a mapping. The most common way to represent this in algorithms is what we call the SimpleVector representation. A mapping \( m \) is specified as a vector:

\[
m = (p_1, \ldots, p_k, c_1, \ldots, c_l)
\]

where the \( p_i \) are processing elements for each of the \( i = 1, \ldots, k \) computational tasks (or actors or processes) and the \( c_j \) are communication primitives for the data. Many algorithms consider communication implicitly or just ignore it, removing the \( c_j \) from the representation. However, other representations are possible, like an embedding to real vectors that captures a distance metric between processors or the symmetries of the architecture.

The choice of representation directly influences how the mapping space is shaped. Ideally, a good representation creates a mapping space that is shaped so that the global optimum can be found (more) easily.
7.2.6 Mappers

Mappers in Mocasin are responsible for generating mappings for a given application (or multiple applications) on a given target platform. Mocasin defines a common mapper interface. This allows for integrating and testing new mapping algorithms simply by providing another implementation of the interface. The mappers can automatically leverage the various abstractions provided by Mocasin and utilize different representations. A simulation manager abstracts the process of evaluating a series of mappings to obtain performance estimations. This enables leveraging the structure of mappings when searching the design space, e.g., by getting a symmetry-aware cache for free.

In general, a wide range of different algorithms can be used for generating mappings. Mocasin implements several heuristics and meta-heuristics. Heuristics utilize domain knowledge and the information provided by Mocasin’s internal data structures to derive a mapping. For instance, Mocasin provides a simplistic default mapper that maps everything to the first available processing element and communication primitive. There is also a random mapper, which assigns all processing elements and communication primitives randomly. Finally, the static fair mapper follows the basic design principle of the Linux Completely Fair Scheduler (CFS) scheduler and implements a load balancing heuristic.

Meta-heuristics explore the design space of mappings by evaluating multiple candidates and refining them through the search. The implemented meta-heuristics range from a simple random walk to more sophisticated genetic algorithms. The genetic algorithms are implemented with the DEAP framework and follow the general approach used in Sesame. Mocasin also implements a tabu search mapping algorithm and a simulated annealing mapper based on prior work.

Mocasin also supports scheduling, where the resources are reassigned at certain intervals during the execution. There are, for instance, a knapsack-based algorithm, and one based on a Lagrangian relaxation method. When comparing runtime scheduling with static mapping strategies (e.g., the application executing accordingly on the platform. This flow is executed by the following command:

```mocasin simulate graph=tgff_reader trace=tgff_reader platform=designer_odroid mapper=random```

Mappers with objectives apart from makespan or energy consumption are also supported by Mocasin. For instance, there is a bio-inspired design centering algorithm that searches for robust mappings.

7.2.7 Configuration

All tasks provided by Mocasin can be configured via yaml files and command-line parameters. Mocasin uses Hydra for managing those configurations, which is a key enabler for its flexibility. Hydra supports the dynamic composition of configurations from various sources, which allows users to combine external and internal modules to form flows tailored for specific use cases.

The use case depicted in Figure 7.4, for instance, reads the application graph and traces from a TGFF file, creates a platform model of the Odroid XU4 leveraging the platform designer, generates a random mapping, and simulates the application executing accordingly on the platform. This flow is executed by the following command:

```mocasin simulate graph=tgff_reader trace=tgff_reader platform=designer_odroid mapper=random```
Each of the configuration keys can be adjusted as needed. For instance, the flow could also run the static CFS mapping heuristic by specifying `mapper=static_cfs` or read the application from an SDF file by specifying `graph=sdf_reader`. Note that the selectable options are not limited to the modules provided by Mocasin. Leveraging hydra’s plugin mechanism, external modules can be easily defined and included in the configuration. Also note that users can create customized configurations for their use case to avoid specifying all parameters as command-line arguments.

### 7.3 Case Study: Simulating a Hybrid Mapping Strategy for an LTE Base Station

This section presents a case study that illustrates how Mocasin and the tools that it provides can be leveraged to quickly prototype DSE flows for new use cases. Concretely, this section investigates an long-term evolution (LTE) telecommunications application. We create a toolflow for generating and evaluating hybrid mapping strategies in this domain.

One of the main challenges in current and upcoming telecommunications standards (5G and beyond) is the increased dynamicity of the workloads. When designing base stations, we need to consider that the computational load and constraints, like deadlines, may vary considerably depending on the number and types of data packets received. The hardware allocated to a base station is often overprovisioned to account for the worst-case scenario. However, this makes it typically challenging to also be energy efficient when there is less load. Therefore, we need adaptive solutions that can react to the current demands and adjust the configuration such that the workload can be handled within the expected bounds while optimizing for energy efficiency. It can be argued that implementing adaptive behavior for base stations requires a formal approach based on a MoC.

In this section, we leverage Mocasin to prototype a tool flow for mapping an LTE baseband processing application using SDF. This prototype presents the foundation for the investigation and evaluation of novel hybrid mapping strategies specifically for the telecommunications domain, as published in Khasanov, Robledo, et al. 2021, *Domain-Specific Hybrid Mapping for Energy-Efficient Baseband Processing in Wireless Networks*.

#### 7.3.1 Application Model

Physical layer baseband processing in an LTE base station is a computationally demanding task. Especially in the context of Cloud Radio Access Networks (RANs), parallelization of processes and good mapping strategies are central to an efficient execution that meets the real-time deadlines of the protocol. This subsection describes the SDF model that we use to represent this workload.

The LTE model considered in this section is based on the open-source PHY benchmark, which provides an implementation of an LTE physical layer uplink receiver. From this benchmark, we can extract an SDF model. A central aspect of this model is that the specific size and topology of the SDF graphs depend on the workload they are processing.

LTE transmissions are divided into subframes of 1 ms length. In each subframe, the base station may receive data packets from up to 10 devices, which are called user equipment. Each instance of the SDF model processes the
data received from one user equipment within one subframe. Depending on the type and size of data packets received, the size and structure of the SDF graph required for processing this data change. For the workloads that we investigate in this section, the graphs have between 78 and 234 actors and between 1096 and 3228 communication channels. In upcoming technologies, like 5G and beyond, the variability in the workloads is expected to increase further. The interested reader may find a more detailed description of the workload in the literature.\footnote{Khasanov, Robledo, et al. 2021, Domain-Specific Hybrid Mapping for Energy-Efficient Baseband Processing in Wireless Networks; Robledo and Castrillon 2022, Parameterizable Mobile Workloads for Adaptable Base Station Optimizations.}

We use the Odroid-XU4 as an evaluation platform for this case study. By measuring the execution times of individual actors in the PHY benchmark on the Odroid-XU4, we can enrich the SDF model that we use in Mocasin with realistic performance characteristics. While general-purpose architectures like the Odroid board are not ideal for baseband processing, they can be utilized for small base stations (e.g., Femtocells).\footnote{Budhdev, Chan, and Mitra 2018, PR3: Power Efficient and Low Latency Baseband Processing for LTE Femtocells.} For the purposes of prototyping, this setup allows us to use realistic numbers to assess the general trends and compare our simulated results to a real execution. Modeling a more realistic scenario, including specialized hardware and real LTE workloads, is beyond the scope of this case study.

\subsection*{7.3.2 Toolflow}

Leveraging Mocasin’s configurable infrastructure, we can create a toolflow that extrapolates from the single SDF graph to simulate the processing of a continuous stream of incoming data. Figure 7.8 shows the overall architecture of this toolflow. It is implemented as a Mocasin plugin and is available separately.\footnote{Menard, Robledo, and Khasanov 2023, Fivegsim: A Simulator for 5G Baseband Applications Based on Mocasin.}

The plugin provides two additional modules: the \textit{workload generator} and the \textit{LTE simulation manager}. The workload generator continuously reads data from a workload description file. It models the antenna and continuously produces new SDF graphs and traces to handle the incoming data. In this case study, we only consider randomized synthetic workloads, but generally, workloads can also be recorded from traffic observed at real base stations\footnote{Budhdev, Chan, and Mitra 2020a, Isorun: Isolation and Scaling for 5G RAN via User-Level Data Plane Virtualization.} or generated from models of real workloads.\footnote{Robledo and Castrillon 2022, Parameterizable Mobile Workloads for Adaptable Base Station Optimizations.}

The LTE simulation manager hooks into Mocasin’s simulator to resemble a dynamic that maps new SDF applications as the workload generator creates them. Every 1 ms (in simulated time), the LTE simulation manager requests the workload for a new subframe. The simulator passes information about the current system state (e.g., load) to the mapper and receives mappings for new applications arriving at the current subframe. Many of the generated

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Mocasin LTE Usecase.png}
\caption{A Mocasin toolflow for mapping and simulating the workload of an LTE uplink receiver.}
\end{figure}
SDF applications will run for more than 1 ms. Thus, newly created SDF applications have to share resources with the ones still executing from previous subframes. Consequently, a good mapping strategy should consider the current load of the system and the mappings of applications already running.

In Figure 7.8, the MKKP-MDP algorithm is used for mapping applications to the Odroid architecture. This mapping algorithm implements a hybrid mapping strategy that considers the current system state. It is based on TETRiS, which leverages the symmetry representation module to reduce the size of the mapping space. Since all mappers in Mocasin implement the same interface, we can leverage any of the existing mappers to generate mappings on the fly and prototype new strategies tailored specifically for the LTE use case. The Fivesim plugin elevates Mocasin’s simulator from a tool for estimating the performance of static mappings to a tool for researching dynamic runtime strategies for mapping an LTE workload.

To validate the system model, we compared the high-level simulation in Mocasin with the real execution of the PHY benchmark on the Odroid-XU4 for the same workload. Figure 7.9 shows the results of this comparison. The red line indicates ideal behavior, where the measured and simulated times coincide, whereas the blue dotted line shows the result of a linear regression. The diagram shows that the simulated execution time is slightly inaccurate. The error, however, is systematic. The simulation is off by approximately a factor of 1.4. Such a systematic error is less problematic, as the main motivation for creating the toolflow is to analyze and compare mapping/scheduling approaches, not to simulate accurate timings. Thus, a better strategy for assessing the quality of the results is to evaluate the fidelity of the simulation. In terms of fidelity, a linear regression yields a $p$-value $< 10^{-15}$ and the data also features a high Spearmann’s correlation of $\rho = 0.978$. This indicates that we can reliably compare the effects of various mapping strategies in Mocasin, since a lower estimated simulation time also indicates a better performance on the real platform.

---


7.3.3 Evaluating Mapping Strategies

Using the newly created toolflow, we can investigate how best to cope with the dynamic workload of LTE baseband applications. For this, we perform an experiment that compares the quality of mappings produced by different algorithms for a range of workloads. Most of the mappers implemented in Mocasin assume a single application with a static structure (which possibly consists of multiple tasks, processes, or actors) and are intended to be used once during deployment. The newly created toolflow, however, enables using the same mapping strategies to mimic a runtime strategy that handles multiple applications. Clearly, these algorithms are not designed to be used at run-time. However, this method enables establishing a baseline for further research on runtime heuristics.

To evaluate the existing mapping strategies, we generate random Poisson-distributed LTE workloads and compare the performance of the benchmark using different mapping algorithms. Baseband processing in LTE is a firm real-time application—after the real-time deadlines have passed, the results are useless. We model this by terminating a running application once the deadline of 2.5 ms has passed and recording the deadline miss. Figure 7.10 shows the miss rates recorded in our simulated prototype for a range of mapping algorithms and for two scenarios with comparatively lower and higher workloads.

The plot shows that both the random and random walk strategies perform badly. For the lower workload, the meta-heuristics genetic and tabu search perform significantly better. However, out of the static mapping approaches, the static CFS mapper performs best. This is because we parameterized the meta-heuristics for quick execution, limiting the number of generations, and because these meta-heuristics struggle generally with a large number of actors as the mapping space grows exponentially. Since the dependencies between nodes in the SDF graph are regularly structured and the number of actors is relatively large, a load-balancing strategy as realized by the static CFS mapper seems to work best. This is different from applications with more coarse-grained actors and complex interdependencies, where meta-heuristics significantly outperform static CFS. However, the results also suggest that the hybrid mapping approach (concretely, the MKKP-MDP algorithm), which considers the current system load, produces better mappings than all static approaches.

Overall, this case study illustrates that new toolflows can be prototyped and evaluated quickly in Mocasin. Based on the exploration performed on the LTE use case, we can conclude that hybrid strategies work better for the LTE use case, even compared to the computationally costly static mapping strategies.
The prototype created in Mocasin provides a baseline for researching more elaborate mapping strategies for LTE workloads.\footnote{Khasanov, Robledo, et al. 2021, \textit{Domain-Specific Hybrid Mapping for Energy-Efficient Baseband Processing in Wireless Networks.}}

### 7.4 Integrating Mocasin with Lingua Franca

While Mocasin was initially developed to support research in the domain of DSE for dataflow applications, it can in principle also be used for researching DSE for other MoCs. Most DSE tools hard-code assumptions about the MoC and the toolflow itself. Mocasin, however, embraces a modular and flexible architecture that allows for prototyping new tools. The previous section, for instance, showed that we can use Mocasin to simulate hybrid mapping strategies, although this was not part of Mocasin’s original design.

In principle, Mocasin also allows for incorporating the reactor model. Such an integration would provide the ideal foundation for researching DSE toolflows for reactors and Lingua Franca. In this section, we discuss how Mocasin could be used for constructing DSE flows based on the reactor model. This discussion, however, only includes proposals and potential solutions. While we have performed some early experimentation, fully integrating reactors and LF with Mocasin remains for future work.

#### 7.4.1 Static Subsets

One option for modeling reactor programs in Mocasin is to convert them to SDF or KPN programs. However, as Section 2.4.4 argues, dataflow models and process networks are not suitable for modeling timed or reactive behavior like it is possible with reactors. Therefore, we cannot derive equivalent SDF or KPN models for general reactor programs. There are, however, subsets of reactors and LF that can be represented as SDF programs.

For any program that only uses timers and ports, we know at compile time precisely which events will be present. In fact, we can derive a static schedule for executing such applications. This subset of reactors does not model reactive behavior, and we can also represent the behavior in SDF. Thus, we can trivially apply Mocasin to map such programs to heterogeneous hardware.

However, restricting programs to using timers and ports and forbidding the use of actions is a severe limitation. In principle, some more general programs using actions can also be scheduled statically if we constrain the delay imposed when scheduling the action. Shaokai Lin at UC Berkely is currently researching the limits of static schedulability for LF programs. However, programs using physical actions without any further constraints on when new events may arrive or logical actions without constraining the delays that the reaction code may choose cannot be scheduled statically and cannot be trivially represented in SDF or KPN.

#### 7.4.2 Replaying Traces for equivalent KPNs

While a general reactor program cannot be trivially represented as a KPN program, we can instead only focus on one particular execution. Given a trace that represents the execution of a reactor program, including all the events and the reactions executed in response to these events, we can generate a KPN graph and trace that resembles a similar behavior.
The main challenge when implementing reactive behavior in KPN is that the receiver of a message needs to know in advance how many tokens it may expect on a channel. If the process reads more tokens than the sender produces, it may block indefinitely. Thus, to avoid deadlocks, there needs to be some knowledge about expected communication patterns.

Given a trace for the execution of a reactor program, we know precisely the communication pattern of this single execution, and we can create a representation for this single behavior in Mocasin’s KPN model. For this, we create a KPN graph, where the processes denote reactions and the edges denote dependencies between reactions. Then we can synthesize a trace for this KPN application that replays the execution of the reactor program.

While early experimentation conducted by Anton Landgraf confirms that this approach works in principle, the fundamentally different semantics of reactors and KPN substantially limit the accuracy that can be achieved with this approach.

7.4.3 Implementing the Reactor MoC in Mocasin

Most likely, the most promising approach for modeling reactor programs in Mocasin is to extend Mocasin’s simulation module with an implementation of the reactor MoC. This is challenging, however. As discussed in Section 7.2.4, Mocasin’s simulator uses a process model as an interface between the simulator core and the semantics of the MoC that can be implemented on top of it. This works well for MoCs that can be described as multiple interacting processes, like KPN. Reactor programs, however, are implemented as single processes that may potentially utilize multiple worker threads. To model reactor execution accurately in Mocasin, we need to extend the simulator and introduce concepts for simulating multi-threading within a process.

The process model currently implemented in Mocasin, however, can more accurately represent federated programs or programs that use enclaves. Enclaves and federates can be naturally represented as multiple interacting processes. Assuming that we can simulate the execution of one reactor program in a single process, we can extend this model by implementing a coordination protocol that resembles the federated or enclave coordination schemes. This model would be sufficient for leveraging Mocasin’s existing mapping algorithms for allocating resources to the enclaves or federates. Simulating the coordination protocol in Mocasin would not only be useful for performing DSE, but it would also provide a platform for prototyping and analyzing new coordination mechanisms.

7.4.4 Automatic Partitioning

Given that we can simulate the execution of reactor programs consisting of multiple enclaves in Mocasin, we could also consider using Mocasin for automatically partitioning LF programs. This, however, adds another dimension to the mapping problem. Mocasin’s mappers are concerned with assigning hardware resources to processes. Partitioning a program, however, requires mapping atomic elements (i.e., reactors) of the input model to processes. This will require a different set of mapping heuristics. Most likely, the most effective algorithms would jointly consider both partitioning and mapping. Addressing the problem of automatically partitioning and mapping reactor programs is a novel problem, and solving it potentially opens entirely new directions for research. An integration of the reactor model in Mocasin would facilitate this research and provide a platform for experimentation.
7.5 Conclusion

This chapter introduced the general concepts behind DSE and introduced the Mocasin framework, which is a core contribution of this thesis. In contrast to existing DSE tools, Mocasin itself is designed as an exploration platform for research in the domain of DSE, in particular for mapping applications to heterogeneous target architectures. The presented case study, based on an LTE baseband application, demonstrates Mocasin’s ability to prototype new toolflows for researching particular DSE problems. The modular architecture of Mocasin, in principle, also allows for integrating reactors and Lingua Franca. Such an integration would create a research platform for developing reactor-specific mapping strategies as well as heuristics for automatic partitioning. While Section 7.4 proposed several approaches for integrating reactors with Mocasin, implementing a full integration and conducting research on reactor-specific DSE strategies remain for future work.
This chapter provides a brief overview of other publications and tools that are related to the work presented in this thesis. Most of the referenced works are discussed in more depth in other chapters of this thesis. Therefore, this chapter presents a summary and references to more detailed discussions in other parts of this thesis.

### 8.1 Models of Computation

The reactor model, initially defined by Lohstroh, Romeo, et al., presents the foundation for this thesis. The reactor model is closely related to a range of existing MoCs and borrows concepts from them. For instance, reactors resemble Hewitt actors in that they encapsulate state and communicate with other reactors via messages. In contrast to Hewitt actors, however, the execution semantics of reactors is deterministic. The communication of reactors based on ports and connections is similar to communication in SDF and KPN. The synchronous semantics of communication in reactors, however, resembles the signals known from synchronous languages. Finally, the discrete event semantics at the core of the reactor model establishes a logical timeline and enables reactive behavior.

The reactor model combines the strengths of the aforementioned models while avoiding some of their pitfalls. Chapter 2 provides an in-depth survey of the related MoCs as well as their limitations regarding CPS design. It argues that none of the existing MoCs are deterministic, reactive, timed, and scalable. This thesis demonstrates that this semantic gap can be closed by the reactor model and supporting tools.

Section 6.5 argues that the semantics of some MoCs can be replicated using reactors. In particular, the nondeterministic behavior of Hewitt actors can be replicated using physical actions, and the behavior of LET can be replicated using logical delays on connections.

### 8.2 Languages and Frameworks

There is a wide range of programming languages and frameworks that are related to this thesis and, in particular, to Lingua Franca. Perhaps the closest in spirit is the Ptolomy II project. Ptolemy II has a strong focus on modeling CPS and significantly influenced the design and development of Lingua Franca. Ptolemy II provides implementations for many of the MoCs discussed in this thesis and it allows for combining different MoCs hierarchically. However, the fundamental actor semantics that Ptolemy II assumes as a blueprint for each of the MoCs does not well resemble the semantics of reactors. Moreover, Ptolemy II focuses on modeling and simulating CPS, while Lingua Franca provides a language for implementing software that can be deployed to real systems.

Ptolomy II uses a graphical approach for composing models, similar to commercial tools like LabVIEW and Simulink. While Lingua Franca also provides a graphical representation of reactor programs, it follows a different philosophy and prioritizes a textual representation. The textual LF
ROS\textsuperscript{11} and AUTOSAR AP\textsuperscript{12} are closely related to LF in their scope. Both aim to provide a foundation for developing complex CPS applications. However, as discussed in Section 2.9, their underlying communication paradigms, namely publish/subscribe\textsuperscript{13} and SoA,\textsuperscript{14} are semantically equivalent to Hewitt actors and expose the same nondeterministic behavior. NASA develops another framework for embedded systems design called F’ (F prime)\textsuperscript{15} that is structurally similar to Lingua Franca. While F’, to some extent, can also make guarantees about the order in which events are observed by components, these guarantees are less strong than in Lingua Franca.

There are many languages and frameworks that implement the Hewitt actor model and that are used for systems design (cf. Section 2.3). However, due to the exposed nondeterminism, they are not well suited for CPS design, where it is crucial to understand and test the precise behavior. Reactive programming frameworks like ReactiveX\textsuperscript{16} and Raetors.IO\textsuperscript{17} are also closely related to LF, but they share the problems of Hewitt actors and require the programmer to explicitly introduce synchronization.

In the domain of more classical real-time systems, Ada\textsuperscript{18}, Real-Time Euclid\textsuperscript{19} and Real-time Java\textsuperscript{20} are noteworthy programming languages. However, these languages focus on time predictability, and, as discussed in Section 2.2.4, the underlying real-time task model is nondeterministic. Timed C\textsuperscript{21} is more closely related to Lingua Franca, as it also introduces a logical timeline and enforces a deterministic execution. However, Timed C is limited to the C programming language and provides a task-based programming model that does not expose any hierarchical components or an explicit notion of dependencies. Giotto is another language that supports the definition of deterministic programs as a composition of hard-real-time tasks based on the LET paradigm.\textsuperscript{22} However, Giotto is also limited to a task model, and unlike LF, it does not support reactions to sporadic events.

Hardware description languages and discrete event simulation frameworks are closely related to LF (cf. Section 2.6.1) for two main reasons. Firstly, they commonly facilitate a notion of components that bears a resemblance of reactors in LF, and secondly, they build on top of a discrete events semantics. Particularly noteworthy is Bluespec,\textsuperscript{23} as it uses guarded atomic actions for defining hardware, an approach very similar to the reactions of LF. However, such languages and frameworks are designed for simulating and synthesizing hardware, not for executing software. Furthermore, many of the available tools expose nondeterminism, as there is no well-defined order for simultaneous events.

The family of synchronous programming languages (cf. Section 2.7) is also closely related to LF. In particular, SCADE\textsuperscript{24} is commercially successful and has been applied to various safety-critical industrial use cases. However, the synchronous-reactive model exposes concurrency at a fine-granular level and is difficult to scale up to large systems. In this context, the sparse synchronous model, as implemented in Scoria,\textsuperscript{25} is a promising extension of the synchronous reactive paradigm. It allows for describing more coarse-grained concurrent processes that are forked off and joined at well-defined logical times. Such concurrent processes impose a logical delay similar to LET tasks. Thus, Scoria, like LF, can describe both fully synchronous behavior and LET-like processes that impose logical delays. Recently, the concept of logical synchrony was proposed as a framework for coordinating distributed execution based on the synchronous-reactive paradigm. It introduces a similar notion of “logical latency.”\textsuperscript{26}
Some streaming languages and frameworks build on similar ideas, and utilize logical clocks to coordinate distributed execution deterministically. Timely dataflow, for instance, is a framework that allows for expressing general streaming applications in Rust. It coordinates the execution locally or on distributed machines using vector clocks and special timestamps that encode information about the causal relationship of events.\textsuperscript{27} The Hydroflow Rust framework builds on similar ideas.\textsuperscript{28} However, the notion of time in these frameworks is purely logical and is not exposed to the programmers. Thus, it cannot be used for reasoning about events on a physical timeline. Moreover, while Hydroflow and Timely dataflow ensure determinism by preserving causality, they cannot easily reason about the correct order of input events when their causal relationship is defined outside the system.

Ohua\textsuperscript{29} and ConDRust\textsuperscript{30} follow a different approach and automatically derive parallel dataflow implementations from sequential algorithms. The compiler analyzes the data and control-flow dependencies between the statements of the sequential program and automatically derives a graph that captures these dependencies (similar to the APG in LF). This graph is then compiled into a parallel dataflow application that preserves the semantics of the sequential program. This approach, however, only provides indirect control over the precise composition of the program and does not provide a notion of time as part of its semantics.

8.3 Scalable Connection Patterns and Performance Optimization

The concept of banks and multiports introduced in Section 5.1 resembles similar concepts in the Ptolemy II project. Ptolemy II also supports multiports and provides some higher-order components that allow for creating multiple parallel copies of the same actor. However, Ptolemy II does not provide a textual syntax for these concepts. More recently, CAL introduced port arrays, which are similar to multiports in LF.\textsuperscript{31}

The general implementation of the C++ runtime and the optimizations discussed in Section 5.2 are unique to Lingua Franca. While conceptually related, scheduling reactor programs is fundamentally different from scheduling Hewitt actors and related MoCs. Since Hewitt actors are nondeterministic and the workload cannot be predicted, the runtime scheduler needs to make ad hoc decisions to distribute the workload. The predominant solution is work stealing,\textsuperscript{32} which is also the default scheduling mechanism of Akka and CAF. The main advantage of work stealing is that it avoids a centralized scheduler and minimizes the synchronization points between workers. As long as they have sufficient work, workers can operate independently. The work stealing approach, however, does not work well for a reactor runtime, as deciding which reactions are ready to process requires more knowledge about the system’s state. While the reactor MoC requires a central scheduler, we can better leverage knowledge about the program and its dependencies to optimize the execution.

Since the reactor model is based on discrete events, the presented scheduling algorithm is closely related to the mechanisms used in discrete event simulators (cf. Section 2.6.1). However, parallelizing the execution in such simulators is commonly hard as the dependencies and the precise interactions of components are not known in advance. The scheduler presented in Section 5.2 instead leverages the properties of the reactor model to understand precisely which reactions can be executed in parallel to deliver an efficient, deterministic execution.
8.4 Design Space Exploration

The Mocasin framework introduced in Section 7.2 is closely related to a wide range of existing DSE frameworks described in the literature (cf. Section 7.1). However, in contrast to the existing tools, Mocasin provides a research platform for prototyping toolflows and experimenting with novel DSE concepts. It is a complementary tool designed to facilitate research on DSE tools in general. To achieve comparability with existing approaches, Mocasin incorporates many mapping strategies known from the literature into its toolbox.

Ptolemy II follows an idea very similar to Mocasin—to provide a rapid prototyping environment independent of a particular use case to facilitate research and development. However, Ptolemy II focuses on researching and experimenting with actor-based MoCs and researching new MoCs. It accurately simulates the application behavior according to the MoC semantics. While Ptolemy II focuses on accurately capturing the semantics and functional properties of applications, Mocasin completely abstracts over the semantics and only considers application properties that are relevant for rapid performance estimation. Mocasin is complementary in the sense that Ptolemy II is a toolbox for creating accurate models of applications, and Mocasin is a toolbox for creating DSE flows for generating efficient implementations of given applications on a wide range of hardware architectures.
This chapter presents a summary of the contributions made in this thesis and discusses possible directions for future work.

9.1 Summary

This thesis introduces a complete methodology and comprehensive software stack supporting the design and development of deterministic reactive programs for cyber-physical systems. At the core of this methodology is the novel reactor model. In contrast to related models, the reactor model promises to fulfill the main objectives of this thesis as defined in Chapter 1: timed semantics, reactivity, scalability, and determinism.

The presented stack of tools includes the DEAR framework, which constitutes one of the first practical implementations of the reactor model and integrates it with AUTOSAR. The conducted case study based on the AUTOSAR Adaptive Platform Demonstrator exposes the problem of nondeterminism in safety-critical applications. It also highlights the general applicability of reactors to industrial use cases and the ability of reactors to achieve determinism even in distributed applications.

Building on the reactor model, this thesis contributes to the coordination language Lingua Franca, which enables a more efficient definition of reactor programs by providing an abstract textual syntax. This includes the development of a full-fledged C++ reactor runtime based on the DEAR framework, as well as a comprehensive LF code generation backend. The overall discussion in Chapter 4 highlights LF’s ability to coordinate execution across a multiplicity of timelines, and the presented code examples demonstrate how we can utilize the timed semantics and reactivity of reactors to solve relevant problems.

This thesis also demonstrates the scalability of LF applications in a comprehensive evaluation (cf. Chapter 5). The comparison with the popular actor frameworks Akka and CAF reveals that LF can significantly outperform state-of-the-art actor frameworks, in particular if the workloads require some form of synchronization. However, Chapter 6 also shows that there are some limitations to this scalability that result from the constraints currently imposed by the reactor scheduler. This thesis proposes scheduling enclaves as a mechanism for partitioning LF programs to better decouple different parts of the program and enable their parallel execution.

Another aspect of scalability is the ability of a toolflow to manage hardware complexity. Chapter 7 argues the case for leveraging DSE techniques to automate the process of deploying an application to a concrete realization on complex hardware. It also introduces the Mocasin tool as a research platform in the DSE domain. While an integration of Mocasin with LF remains for future work, the scope and modular structure of Mocasin present an ideal foundation for experimenting with state-of-the-art DES techniques in LF.

In conclusion, this thesis introduces a reactor-based workflow that indeed closes the semantic gap identified in Section 2.10. The coordination language Lingua Franca makes reactor-based programming more accessible
and provides comprehensive tooling that supports the development of complex applications. The C++ runtime provides a particularly well-performing implementation of the reactor model that can compete with and even exceed the performance of popular actor frameworks.

9.2 Future Work

While this thesis makes a significant contribution to the methodologies and tooling available for CPS design, the discussion also touches on various limitations of the proposed approach, which opens interesting opportunities for future work.

9.2.1 Coordination of Enclaves and Federates

The mechanisms for coordinating federates and enclaves that are currently implemented in LF all have significant limitations. The centralized coordination scheme for federated execution requires a central coordinator, which presents a single point of failure and a performance bottleneck. Decentralized coordination scales better but instead requires assumptions about clock synchronization error, network latency, and WCET. In particular, good WCET optimizations are challenging to obtain since the complexity of embedded hardware increases drastically, which often decreases time predictability. WCET estimations often need to be overly conservative, which leads to long waiting times.

The mechanism for coordinating enclaves introduced in Section 6.3 aims to provide an alternative coordination scheme that allows neighboring reactors to directly coordinate between themselves without an additional coordinator. However, while this approach works well for simple programs, this coordination scheme can become very inefficient if the reactor graph contains cycles. Moreover, cycles between reactors without any delays are not supported at all.

Improving the existing coordination mechanisms requires more research. Likely, different coordination mechanisms could be combined to achieve the best results. While acyclic structures could coordinate execution directly without resorting to a coordinator, reactors in a cyclic structure could use a local coordinator that governs only a subset of the overall program that is part of the cycle. Furthermore, related work could provide inspiration on how to improve the existing scheduling mechanisms. In particular, the methodologies of Timely dataflow¹ and bittide² are relevant in the context of LF. Both achieve deterministic coordination without a central coordinator, and both use logical timestamps to reason about the order of events.

Further research on coordinating reactor programs should also extend the benchmarks presented in this thesis to LF programs using federates or enclaves and evaluate the performance of implemented approaches.

9.2.2 Design Space Exploration in LF

There are two major avenues of DSE in Lingua Franca. First, DSE techniques could be utilized for mapping reactors and reactions to particular hardware resources. And, second, DSE techniques could be utilized to automatically partition LF programs and introduce enclaves where needed to achieve certain requirements. This could be ensuring that parts of the application

¹: Murray et al. 2013, Naiad: A Timely Dataflow System
²: Lall et al. 2023, Logical Synchrony and the Bittide Mechanism
can effectively utilize parallel resources to achieve a certain throughput or that dependencies are broken up such that deadlines are met. Currently, it is unclear if this process can be completely automated. However, even if deriving good heuristics proves challenging, DSE techniques can provide insights and guidance for users while developing the program.

The Mocasin DSE tool presents one of the core contributions of this thesis. Mocasin was designed specifically to provide a modular research platform for prototyping DSE flows. While Mocasin focuses on modeling dataflow applications, the modular architecture, in principle, also allows for an integration of the reactor model. Section 7.4 discusses a few possible paths for integrating LF with Mocasin. This integration, however, as well as the development of concrete DSE flows and heuristics, remain for future work.

9.2.3 Mutations

The reactor model defines mutations, which allow a reactor to modify itself during execution. Mutations could, for instance, instantiate new reactors or establish new connections. They could also disconnect or deconstruct reactors. Mutations are the reactor equivalent of the dynamic instantiation of new actors in the Hewitt actor model. Mutations modify the structure of the program and, consequently, also the dependencies between reactions recorded in the APG.

At the moment of this writing, Lingua Franca does not fully support mutations. For this reason, the performance evaluation in Section 5.3 omits Savina benchmarks that require dynamic actor creation. There are multiple challenges to implementing mutations in LF that need to be resolved in future work. Besides providing a syntax for expressing mutations, their scope and capabilities need to be defined precisely. Mutations can be a powerful tool for building adaptable software, but when used excessively, they make programs difficult to understand and analyze. There is a trade-off between the expressiveness of mutations and the overall predictability and analyzability of programs, and an LF implementation needs to provide a well-balanced solution.

On the side of the runtime, mutations require support for changing the APG during execution. Currently, the reactor runtimes assume that the APG only has to be calculated once. While, in principle, the entire APG can be recomputed in between two tags, this process would likely introduce significant overhead for sufficiently large graphs. Therefore, mutations should be limited in scope so that only subsets of the APG have to be reconsidered.

9.2.4 Hardware Synthesis

As mentioned in Section 8.2, LF bears some resemblance to HDLs. Similar to real hardware circuits, reactions respond to incoming signals and may change outgoing signals. Possibly, LF could also be applied to designing hardware. Reactions themselves could be written in an HDL. Alternatively, high-level synthesis\(^3\) could be leveraged to convert sequential reaction bodies into hardware that performs the same operation as sequential code. However, while there are some parallels to languages used in hardware design, the semantics of the reactor model also deviates significantly from common hardware models. For instance, the scheduling of future events and ordering constraints between reactions (i.e., the APG) could be difficult to realize efficiently in hardware. Exploring the applicability of LF for hardware synthesis remains for future work.

---

9.2.5 Integrating LF with Existing CPS Frameworks

While this thesis shows that Lingua Franca presents a promising alternative for modeling CPS software, in particular due to the underlying deterministic semantics of reactors, LF has to compete with a wide range of existing frameworks. In particular, ROS and AUTOSAR AP are popular and widely adopted in industry. The major industry players maintain large legacy code bases, and often their business models rely on the exchangeability and compatibility promised by using a common standard. LF cannot easily replace these existing frameworks and standards. Instead, a more promising approach would be to integrate reactors and LF into the stack of tools that are already deployed in industry. Future work could, for instance, consider synthesizing AUTOSAR-compatible software components from LF programs. F' could also be a promising target for such an integration, as the mechanisms for structuring programs in F' are very similar to those in LF.

9.2.6 Reactor Libraries and Higher-level Reactors

Currently, LF developers need to construct their entire application from scratch. Of course, they can import third-party libraries in the target languages, but there is no standard library in LF that includes commonly used reactors. Creating such a library would enable the construction of more complex programs from basic components.

There is also an opportunity to introduce higher-level reactors in LF. Such reactors could use other reactors as arguments to implement certain patterns. For instance, the LETTasland HewittActor reactors discussed in Section 6.5 could be implemented as higher-level reactors and included in a common library. In addition, certain connection patterns, like the ones discussed in Section 5.1.2, could be provided as higher-level reactors.
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Acronyms

AP Adaptive Platform 34
APD Adaptive Platform Demonstrator 55
APG acyclic precedence graph 44, see also dependency graph
API application programming interface 28
ARA Runtime Environment for Adaptive Applications 34
AST abstract syntax tree 85
AUTOSAR AUTomotive Open System ARchitecture vii, 7, 8, 33, 34

BET bounded execution time 32
CAF C++ Actor Framework 15
CAL CAL actor language 22
CFS Completely Fair Scheduler 145
CMOS complementary metal-oxide-semiconductor 27
CP Classic Platform 33, 34
CPN C for process networks 22
CPS cyber-physical system vii, 1
CSDF cyclo-static dataflow 22

DAG directed acyclic graph 13
DDF Dennis dataflow or dynamic dataflow 21
DDS Data Distribution Service 18
DEAR Discrete Events for AUTOSAR vii, 7
DES discrete event simulation 28
DMA direct memory access 140
DPN dataflow process network 21
DRAM dynamic random-access memory 140–142
DSE design space exploration vii, 8
DSL domain-specific language 22
DSP digital signal processor 31
DTM deterministic multi-threading 11

EBA emergency brake assistant 23
ECU electronic control unit 3
EMF Eclipse Modeling Framework 85

FFT fast Fourier transformation 20
FIFO first-in, first-out 20
FPGA field-programmable gate array 135

GPU graphics processing unit 135
GUI graphical user interface 138

HDL hardware description language 28
HLA High Level Architecture 81
HPC high-performance computing 6
HSDF homogeneous SDF 21

IDE integrated development environment 85
JVM Java Virtual Machine 105, 110
KPN Kahn process network 19

LET logical execution time 32
LF Lingua Franca vii, viii, xiv, 7
LOC lines of code 5
LSP Language Server Protocol 85
LTE long-term evolution 135, 146

MAPS MPSoC Application Programming Studio 137
MoC model of computation vii, 2
MPSoC multiprocessor system on a chip 28
MQTT Message Queuing Telemetry Transport 18

NoC network-on-chip 140

OOP object-oriented programming 63
OS operating system 34

πSDF parameterized and interfaced SDF 22
POSIX Portable Operating System Interface 34
PTIDES Programming Temporally Integrated Distributed Embedded Systems 52

PTP Precision Time Protocol 84

RAN Radio Access Network 146
ROS Robot Operating System vii, 7, 34
RPC remote procedure call 18
RTI run-time infrastructure 81
RTL register transfer level 28

SADF scenario-aware dataflow 22
SC synchronous constructive 31
SDF synchronous dataflow 21
SDF³ SDF for Free 141
SoA service-oriented architecture 18

SOME/IP Scalable Service-Oriented Middleware over IP 35

SSM sparse synchronous model 32
SWC software component 35

TDL Time Definition Language 33
TGFF Task Graphs for Free 141
TSN Time-Sensitive Networking 84
TTA time-triggered architecture 33

UML Unified Modeling Language 89

WCET worst-case execution time 11
## Symbols

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Page List</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>maximum clock synchronization error</td>
<td>52</td>
</tr>
<tr>
<td>$d$</td>
<td>delay</td>
<td>43</td>
</tr>
<tr>
<td>$D$</td>
<td>deadline</td>
<td>70</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>function that maps a tag and a delay to a tag that is offset by the given delay</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{P}_D$</td>
<td>function that maps a physical reading of time to the latest tag that may be executed at this time without violating the deadline $D$.</td>
<td>70</td>
</tr>
<tr>
<td>$e$</td>
<td>event</td>
<td>25</td>
</tr>
<tr>
<td>$g$</td>
<td>tag</td>
<td>26</td>
</tr>
<tr>
<td>$g_0$</td>
<td>startup tag</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>function that maps a timestamp to a tag with microstep 0</td>
<td>68</td>
</tr>
<tr>
<td>$G$</td>
<td>set of all tags</td>
<td>26</td>
</tr>
<tr>
<td>$l$</td>
<td>worst-case network latency</td>
<td>52</td>
</tr>
<tr>
<td>$L$</td>
<td>logical execution time</td>
<td>32</td>
</tr>
<tr>
<td>$m$</td>
<td>microstep of a tag</td>
<td>27</td>
</tr>
<tr>
<td>$M$</td>
<td>The largest possible microstep</td>
<td>122</td>
</tr>
<tr>
<td>$\mathbb{N}$</td>
<td>set of natural numbers</td>
<td>25</td>
</tr>
<tr>
<td>$o$</td>
<td>offset of a timer</td>
<td>43</td>
</tr>
<tr>
<td>$p$</td>
<td>period of a timer</td>
<td>43</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>function that maps a reading of physical time and a delay to a tag</td>
<td>43</td>
</tr>
<tr>
<td>$R$</td>
<td>set of real numbers</td>
<td>25</td>
</tr>
<tr>
<td>$s$</td>
<td>safe-to-process offset</td>
<td>82</td>
</tr>
<tr>
<td>$\mathcal{S}$</td>
<td>function that maps a tag $g_d$ and a delay $d$ to the largest possible tag $g$ with $\mathcal{D}(g, d) = g_d$</td>
<td>122</td>
</tr>
<tr>
<td>$t$</td>
<td>timestamp</td>
<td>25</td>
</tr>
<tr>
<td>$T$</td>
<td>imperfect reading of physical time</td>
<td>25</td>
</tr>
<tr>
<td>$T_0$</td>
<td>imperfect reading of physical time at program start</td>
<td>43</td>
</tr>
<tr>
<td>$\tau$</td>
<td>current instance of physical time</td>
<td>25</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>function that maps a tag to its timestamp</td>
<td>26</td>
</tr>
<tr>
<td>$T$</td>
<td>set of all time values</td>
<td>25</td>
</tr>
<tr>
<td>$w$</td>
<td>worst-case execution time</td>
<td>52</td>
</tr>
</tbody>
</table>
Index
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logical see logical action
physical see physical action
actor 19, see also Hewitt actor
adaptivity 4
after delay 64, 73
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availability 85

B
bank 95
behavior 4, 14
broadcast 95, 97

C
CAL theorem 85
centralized coordination 81
channel 19
client 35
clock 25
communication phase 140
communication primitive 140
communication resource 140
complexity 5
concurrency 3, 17
connection 42, 64
consistency 85
coordination 81
centralized see centralized coordination
decentralized see decentralized coordination
cyber-physical system 1

D
data race 10, 15
  high-level 15
  low-level 15
dataflow 20
deadline 11, 64, 70
decentralized coordination 82
dependency 42, 44
dependency graph 43, see also APG
determinism 3, 16
discrete events 28

E
effect 42, 64
enclave 8, 116
evaluation 63
engineering model 2
environment 91, 116
event 25, 28, 43
event queue 28, 44
expression 63

F
fast mode 69
federate 80
federated reactor 61, 80
federation 80
firing 20
future 18

H
Hewitt actor 14, 38
hourglass model 2

I
import 61
input 4, 63
interleaved 95

J
job 11

L
lag 69
Lamport timestamp 25
level 99
logical action 42, 43, 48, 71
logical execution time 32
logical time 26
logically simultaneous 26, 43

M
mailbox 14
main reactor 61
mapping 135, 141
method 63
microservice 18
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microstep delay 43
middleware 34
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model 2
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